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ficients in Eq. (23). In addition, they are used to find a 
general expression for the coefficient of the leading 
term of G*(s). We calculate the determinant 
T)et[_e(piiqk)'] for the case in which each set consists of 
the numbers 0, 1, 2, •••, ( j — 1). If the rows and 
columns are arranged so that all the odd indices appear 
first, the determinant is in clearly factorable form, with 
zeros in all positions of the two off-diagonal (even-odd, 
odd-even) blocks. The dimensions of the factors will 
be equal or will differ by one, depending on whether 
j is even or odd. The piqk element of either factor is 
(pi+qk-\-l)~l. Either diagonal block is designated as 
D(m), where m is the largest value of pi or qk. Evalua­
tion of D(m) is straightforward and may be found 

I. INTRODUCTION 

THIS paper deals with the problem of assigning a 
well-defined meaning to 

E «"V (Li) 
histories 

if S is the action for the free gravitational field. The 
present approach may actually be extended to the more 
general case of gravity interacting with matter. For 
simplicity we shall deal with the gravitational field 
only. 

The prescription given by Feynman1 to compute (LI) 
is not completely straightforward, because the action 
for the gravitational field is degenerate. The presence of 
an invariance group generates various difficulties which 
are well known for the case of the electromagnetic field 
and its Abelian gauge group. The quantization of the 
electromagnetic field in the framework of the Feynman 
sum over histories is analyzed in some detail in Sec. I I 

* Permanent address: Institut fiir Theoretische Physik Uni-
versitat Bern, Switzerland. 

f Supported by Janggen-Pohn-Stiftung and Schweizerischer 
Nationalfonds. 

1 R. P. Feynman, Rev. Mod. Phys. 20, 267 (1948). 

in the treatise by Muir and Metzler16: 

u r (2t+a)l - f 
D(2u+a) = IL\ 

X ( 4 H - 2 o r H ) ; a = 0 o r l . (A5) 

Whether j is odd or even, one may write Det[tf (£»•,£*) 1 
as D(j)D(j—l). Evaluating this product from Eq. 
(A5) and substituting the result in Eq. (23) yields, for 
the leading term of GJ'(s) 

i - ) ( - ) n . (A6) 
W \ 2 / L*-m(2*+l)!!(2*-l)!!J 

16 T. Muir and W. H. Metzler, A Treatise on the Theory of 
Determinants (Dover Publications, Inc., New York, 1960), p. 429. 

and constitutes the basis of the present approach to the 
quantization of the free gravitational field. In particu­
lar, we examine the subsidiary condition associated with 
the gauge group, which in the case of the electromagnetic 
transition amplitude states that this amplitude is in­
variant with respect to a gauge transformation of the 
potential at the initial and the final surface. Section I I I 
deals with the generalization of this discussion to the 
gravitational case in a purely formal and heuristic 
manner. A more precise framework for the evaluation of 
the gravitational amplitude is set up in Sec. IV and the 
derivation of the subsidiary conditions in this frame­
work is given in Sec. V where we also proceed to convert 
them into differential form. Finally, it is shown in Sec. 
VI that the results obtained are equivalent to the results 
of the Hamiltonian quantization procedure as proposed 
by Dirac.2 One could and should trace out in a similar 
way the connection between the sum over histories 
formulation and the canonical formalism given by 
Arnowitt, Deser, and Misner.2 However, to treat this 
connection would lengthen the present account unduly. 

2 P. A. M. Dirac, Proc. Roy. Soc. (London) A246, 333 (1958); 
Phys. Rev. 114, 924 (1959); R. Arnowitt, S. Deser, and C. W. 
Misner, Phys. Rev. 113, 745 (1959); 116, 1322 (1959): 117, 1595 
(1960); 118, 1100 (I960). 
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The transition amplitude for the gravitational field as given by the Feynman sum over histories expression 
is analyzed in analogy to the electromagnetic transition amplitude. The analysis is based on an explicit 
representation of the Feynman sum by means of a lattice. The measure is found by consistency requirements 
and differs from those proposed by other workers. Particular attention is paid to the subsidiary conditions 
associated with the gauge group. It is shown, that the present approach is equivalent to the quantization 
by means of canonical variables as proposed by Dirac. 
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Definition of the Sum Over Histories 
on a Lattice of Points 

We adopt the original definition of the Feynman sum 
over histories, where the integrals involved are defined 
on a lattice of points. In our case, the lattice covers a 
region in four-dimensional space time between two 
space-like hypersurfaces r ' and r". The lattice will then 
consist of a family of hypersurfaces between r and r " 
and a family of curves connecting T and r", whose 
intersections with the surfaces are the points of the 
lattice. The transition amplitude from one member of 
the family of hypersurfaces to the next one is set pro­
portional to3 expiS0 where 5° is the classical value of the 
action S for stationary histories. The action is specified 
as 

3= £(g)d*x; 

£(g)=\g\ mr ( i v i v - rM/rff/). 
We write the amplitude formally as 

31 

(L2) 

(1.3) 

where the measure 3Dg includes the product of the 
differentials dgoo- • • dg%% for each point of the lattice. The 
action S is not a quadratic functional of its arguments. 
We therefore have to expect that the measure will 
depend on the history g^P(x). 

Analogy: Free Particle in Spherical Coordinates 

In order to understand how this comes about, let us 
briefly investigate the transition amplitude for a non-
relativistic free particle in spherical coordinates. Here 
the action is 

S=-
m 

{r2+r2(62+<p2sm2d)}dt. (1.4) 

What is the analog of £>g in this case? 
According to Feynman's definition, the infinitesimal 

amplitude is given by4 

(?", t+e\tf, O = A r ^ 0 ( < r " ' ' + , , f l / | ' ) ( l + ^ ( € ) ) , (L5) 

where q is shorthand for r, 0, <p, and o(e) indicates that 
terms of higher order than e are irrelevant; in what 
follows limit e —•» 0 will always be understood and we will 
disregard the terms vanishing in the limit. The ampli­
tude for a finite time inverval is defined by 

/

N 

JI(qi+iMi\q^i)^q, (1.6) 
v=0 

3 We use units such that h=c = 16irG=l. Greek indices /*, v 
= 0, 1, 2, 3; Latin indices i, k = l, 2, 3. Signature (-j ). 

4 Actually, the transition amplitudes are distributions. In order 
to carry out the indicated manipulations properly one has to 
smear the equations with suitable test functions on both sides. 
Such an operation will always be understood. 

where 

t?'-f=€(N+l), ti=t+ie, qw+i=f9 qo=q'. 

We write the measure £>q as 

£>£= Hfiq^dridOidipi, (1.7) 

with an as yet unknown function f(q). Equations (1.5), 
(1.6), and (1.7) define the amplitude and give meaning 
to the formal expression 

(f,lTWf) = VL[eiaS)q. (1.8) 

What we want to emphasize is that the function / which 
appears in the measure £>q is determined by con­
sistency. For a given action there is only one measure 
such that the limit e —> 0 exists. To show how f(q) is 
determined by the action, consider Eq. (1.6) and insert 
explicitly the infinitesimal amplitude from fa to t". 

(?' ",t"\q',t') = JN<( 
iSHq",t"\q,t"-e) 

Xf(q)drd6d<p(q,t"-e\q',0. (1.9) 

As e—>0, N—>oo the amplitude from tf to t" — e con­
verges to the amplitude from /' to tn \ therefore, we 
conclude 

/ 
Nee

iS0^"'t"^-t"-^f(q)drddd<p^(q) 

= ¥ ( ? " ) ( 1 + * ( 1 ) ) , (1.10) 

where ty(q) is an arbitrary function of q. Using the action 
(1.4) one finds 

S°(q",t"\q,t"-e) 
= ( w / 2 e ) [ ( / ' - f ) 2 + r 2 { ( 0 " - 0 ) 2 + (*>"- <?)2 sin20}] 

X(l+o{(q"-qn). (1.11) 

By means of the formula 

lim(27rie)-1/2 e x p ( ^ 2 / 2 e ) - 5 ( * ) , 
€-*0 

which is the essence of the method of stationary phase,5 

the integral in (1.10) may be evaluated with the result 

/2Trie\V2 1 

m r2 sin# 
(1.12) 

This shows that it is not consistent to put f(rfl,<p) = l, 
such that the measure £>q would be independent of the 
history q(t), but that / has to be taken as6 

f(r,d,<p) = r2smd; N<= (2Tie/m)~^\ (1.13) 

5 See Appendix 4. 
6 Of course, / and N€ are only determined up to a constant 
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This result could of course have been derived by 
transforming the measure in Cartesian coordinates, 
Jli=iN dxidyidzi to spherical coordinates; but there is 
no analogous transformation at hand to determine the 
measure in the gravitational case. 

The Measure for Gravity 

In Sec. V we apply the above procedure to the 
gravitational transition amplitude with the result 

3Dg-Const.n|det^|-5/2 |detg| I I dgflv, (1.14) 
L fi< v 

valid for a lattice whose hypersurfaces (including r" and 
T) are characterized by x°= constant and curves 
xk= constant. H L is a product over all points of the 
lattice, detg is the ordinary determinant of g and detg is 
the determinant of the intrinsic metric of the hyper­
surfaces. 

This result differs from the measures given by 
Misner,7 Klauder,8 Laurent,9 and DeWitt.10 How do we 
understand the fact that our measure is not invariant 
under coordinate transformations? The reason is not to 
be found in our choice of the action, but in the very fact 
that we are dealing with a lattice to define the ampli­
tude. Unless one finds a way to define the amplitude 
without making use of a lattice, he cannot expect the 
measure to be invariant. In the framework of a lattice 
the covariance of the amplitude has to be distinguished 
from independence of the choice of lattice, in which it is 
evaluated. As one sees from (1.13) the normalization 
constant depends on the spacing € between the points of 
the lattice. The normalization constant will therefore be 
different for different lattices, even if the number of 
points of the two lattices are the same. The invariance 
argument given by Misner7 consists of two steps. First, 
one renames the lattice points performing a coordinate 
transformation and then compares this lattice to a 
lattice whose points have the same coordinates in the 
old frame as the original points in the new frame. This 
clearly involves the comparison of two different lattices 
and therefore one has to account for a change of the 
normalization constant in the course of the argument 
which destroys its usefulness to find the measure. In 
other words, the lattice singles out a particular coordi­
nate system. From now on we shall work in this particu­
lar coordinate system, where the family of hypersurfaces 
is characterized by 

rn' x°=Tn—r,+ne= const. n=0, 1, • • •, iV+1 

T 0 = T , T jV+l=T 

(we use the same letter r to denote the surface as well as 
7 C. W. Misner, Rev. Mod. Phys. 29, 497 (1957). 
8 J. R. Klauder, Nuovo Cimento 19, 1059 (1961). 
9 B. Laurent, Arkiv Fysik 16, 279 (1959). 
10 B. S. DeWitt, J. Math. Phys. 3, 1073 (1962). Note however 

that the 5 function occurring in the metric of the functional space 
leads to factors of the type [d4(0)"]10 in the measure. Expressed in 
terms of lattice variables this is equivalent to A~30e~10. 

its associated time) and the curves are given by 
xi= constant. 

II. THE ELECTROMAGNETIC FIELD 

In order to illustrate the method we will use to 
quantize the gravitational field, let us consider the 
analogous steps in the simpler case of the electromag­
netic field. The simplicity of this system is due to the 
fact that its gauge group is Abelian which implies the 
linearity of the field equations.11 The quantization of the 
electromagnetic field in the framework of the Feynman 
sum-over-histories formalism has been investigated by 
Wheeler12 and Laurent.13 The formal expression for the 
probability amplitude reads 

(A',T"\A/r') = Vl[eiS£>AJ 

1 r (II.l) 
5 = — F^F^x; 

£>A=JldAodA1dA2dAz. 
L 

Ay, denotes the vector potential and F^^d^Av—dvA^ 
the electromagnetic field strength. Hz, indicates a 
product over all points of the lattice. 

Classical Action for Electromagnetic Field 

The specification of the measure is not enough to 
define the integral completely. We also have to adopt a 
rule how to compute 5 as a function of the variables 
over which we integrate, i.e., as a function of the 
A^XL), where XL is any point of the lattice. Feynman's 
original definition14 specifies S as the sum of the con­
tributions from the slices between successive surfaces of 
the lattice. The contribution from one slice is defined to 
be the value of S at the classical history Ali°(x) which 
satisfies the classical equations of motion and assumes 
the prescribed boundary values AM(XL) on the two 
successive surfaces. We shall accept this definition in 
principle. However, we meet with the following difficulty 
characteristic of systems with a gauge group. Our 
Lagrangian is degenerate in the sense that the classical 
equations of motion for the potential Afl°(x) do not 
determine it uniquely. Moreover and more important, 
the value of the action at the classical path remains the 
same if we change the boundary conditions by a gauge 
transformation. Therefore, expiS will be the same for 
histories which differ only by a gauge transformation. 
Since there are an infinite number of gauge equivalent 
histories, the integral will diverge. In order to overcome 

11 R. Utiyama, Phys. Rev. 101, 1597 (1956); M. Gell-Mann and 
S. L. Glashow, Ann. Phys. (N. Y.) 15, 437 (1961). 

12 J. A. Wheeler, unpublished lecture notes, University of 
Leyden, 1956. 

13 B. Laurent, Nuovo Cimento 4, 1445 (1956). 
14 R. P. Feynman, Rev. Mod. Phys. 20, 267 (1948). 
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this difficulty, let us decompose each history into two 
parts aM(#) and A(x) by13 

A^^a^+d^ix), a0(x) = 0 (IL2) 

and consider the fields a^x) and A(x) separately. aM 

describes the gauge-independent part of A^ while A is 
affected by gauge transformations 2) in the simple 
manner A=A+2. We fix the choice of the gauge-
independent part dp by the condition a0=0 and fur­
thermore dispose of the arbitrariness in A with the help 
of the condition A(V) = 0 for xer'. 

Let us first keep A (x) fixed and apply Feynman's rule 
to the histories a^ix). The extremal history is charac­
terized by 

na/c
e(x)-dkd

laie(x) = 0, a0
e(x) = 0, 

* , / = l , 2 , 3 . (II.3) 

Although it is not difficult to determine the solution 
ak

e{x) exactly in terms of given boundary values on n 
and r*f i, we restrict ourselves to the following approxi­
mation.16 We are interested in the extremal action only 
in the limit 7\-+i— Ti=e—»0. Clearly if we specify 
ak

(i) and ak
(i+1) on n and n+i arbitrarily, the time 

derivatives of the solution ak
e that connects these 

boundary values will blow up as e —> 0 while derivatives 
with respect to x1, x2, xz will tend to some average of 
those on n and on 7\-+i and thus remain finite. To find 
the extremal history ak

e(x) as e—>0 it is therefore 
sufficient to consider solutions with the properties 

dlak
e(x) = o(l); d0ak

e(x) = o(l/e). (II.4) 

In this approximation (II.3) becomes 

ak
e(x) = 0+o(l). 

Thus we have 

dk«(x)= (l/e)(ak^-ak^)(l+o(e*)), 

and the expression for the action in terms of the 
boundary values ak

(i) and ak
ii+1) is 

5 V u = f ( a («-«-a(^)V*( l+ t fW) . 
2eJ 

If we express this in terms of the original variables A^ 
by solving (II.2) for ak(x) and A(#), we find 

2e / 

A(*+D-A^>= / AQ(x)dx°. 
f Ti+l 

> = / Ao(x). 

This shows explicitly, that we may change the history 
Ao(x) without changing the value of the action, if only 

we keep the integral A(fB)—A(i) fixed. The only condi­
tion we find for the stationarity of the action against 
variations of A 0 or equivalently of A is 

A(A<*+1>-A<*>) = V- ( A ^ > - A<«). (H.6) 

If we let Ti-f i —* Ti this reduces to the fourth of Max­
well's equations 

A^40=V-doA, 

which has the character of a subsidiary condition, since 
it involves only first-order time derivatives. 

If we insert the condition (II.6) in (II.5), we find 

S V M = — f(B^+1>-B^))2^(l+(?(e2)), (II.7) 
2eJ 

Bk{x) = Ak{x)-dk G(x-y)dlAl(y)d'y, 

AG(x) = 5(x). 

(H.8) 

S°i+i,% denotes the value of the action at the extremal of 
both ak and A, or what is equivalent, both Ak and AQ. 
Bkis the gauge-invariant quantity formed out of A k and 
satisfies dkBk=0. 

Sum Over Histories for Electromagnetic Field 

Let us return now to the quantum-mechanical system. 
Since the value of the action at the extremal histories is 
given by S°i+iti, Feynman's rule states that the infini­
tesimal transition amplitude is given by iV€ expiS°i+iti. 
Consider its action on any given state functional. We 
have 

= limiV< 
6->0 

XUdAo^dA^dA^dA^ 
Ti 

^(AJO). (II.9) 

15 See Ref. 14. 

Here JJTi denotes a product over those points of the 
lattice which lie on r»-. Since S°*fi,t- is independent of 
^4o(i+1) and furthermore depends on A k

(i+1) only through 
the gauge-invariant combination Bk^

i+1\ ty' must also 
have this property. We write it as ̂ (Ak^+V) and note 
that 

*'(Ak+dkX) = *'(Ak). (11.10) 

This implies immediately, that as r̂ +i—» n, in general, 
^ ' will not converge to ̂ , since this functional will, in 
general, not have this property.16 In other words, the 
infinitesimal amplitude does not reduce to a delta 
functional as rt-+i—>rt-; it reduces to a projection 

16 We discuss only the properties of the amplitude and for that 
matter \I> is an arbitrary test functional. Of course if ̂  is a physical 
state functional, i.e., independent of AQ and gauge invariant, then 
* ' - > ^ ( € - > 0 ) . 
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operator onto functionals independent of A0 and which 
are gauge invariant in the sense (11.10). Another feature 
of (II.9) is that it displays explicitly the degeneracy in 
the integrations over A^ If, e.g., ^ is independent of 
A0 then the integration over AQ clearly diverges, which 
implies that the normalization constant vanishes. In 
other words, we have to average over AQ rather than to 
integrate in order to keep N€ well defined. However, 
there is still a remaining degeneracy left in the variables 
AhA2,AZy since S0

i+i,i depends only on Bk
(i). By virtue 

of dkBk = 0 these are only two independent variables. If 
we put 

Ak=Bk+dkC; dkAk=AC, (11.11) 

and insert this nonsingular linear transformation in the 
measure and at the same time restrict the integrations 
on Bk to the infinite-dimensional plane dkBk~0 with 
the help of a delta functional, we obtain 

Formal Derivation of Gauge Invariance 

Consider the transformation 

*'{Ak^) 

iSi+hi°+i D(x)dkBk^t x)dzx = lim Ne j exp 

X I I dAo^dB^dB^dB^dCdD 
Ti 

X*(Bk^+dkC,A0^). (11.12) 

In this form the divergencies are entirely contained in 
the integrations over A0

(i) and C which have simply to 
be replaced by averages in order to keep the normaliza­
tion constant finite. 

Gauge Invariance of the State Functional 

Applying the method of stationary phase, which will 
be discussed in some detail in the gravitational case, one 
finds from (11.12) 

*'(Ak)= [*(Ak+d»P,Ao)IldCdAo/ 

[UdCdAo, (11.13) 

if the normalization constant is appropriately chosen. 
This displays explicitly the gauge invariance of *&, 
since the right-hand side is an average over all gauges. 

The property (11.10) may be trivially obtained from 
the formal expression (II. 1). The reason we went 
through this detailed discussion at all is only because its 
analog in the gravitational case cannot be obtained in a 
satisfactory way by means of formal manipulations. 
This is because the analogous equations to (11.10) arise 
from invariance under transformations of the coordinate 
system. If one wants to derive any formal consequences 
of this invariance from the analog of (II. 1), he has to 
change the lattice as well as the coordinate system, 
which makes the derivation of these conditions very 
clumsy. 

tA^A^+d^. (11.14) 

Since the measure as well as the exponential are in­
variant under such a transformation, we expect to have 

(A,"+d,2",T"\AS+dl&y) 
= (i4/V / | i4/T /) . (H.15) 

Consider the special case 2f=d<&'=0. The two func­
tions /i(x) = do2(x,T'0=do2"(x) and /2(X) = 2(X,T") 
= 2"(x) may be chosen independently. For /2=0 one 
obtains in particular 

(A,"+fhAk",T"\A,',Ak',T') 
= (A0",Ak",T"\Ao',Ak'S). 

Since / i is arbitrary this implies that the amplitude is 
independent of Ao". On the other hand, (11.15) is 
identical with (11.10) if / i = 0 and f2=x-

Subsidiary Condition as Differential Form 
of Gauge Invariance 

Let us discuss still another more interesting deriva­
tion. Consider again the transformation (11.14) this 
time with 2 infinitesimal. We have 

S(A) = S(A)+ fd^'d^x- j d^Xdo-y. 
J J T"—T' 

Again using the translational invariance of the measure 
this implies 

(A"T"\ jd^d^d'x 

- f V » J i V j = 0. (11.16) 

By virtue of the field equations in matrix form 

(A"T"\d„F»»(x)\A'T') = 0, (11.17) 

which may also be derived from the translational 
invariance of the measure,17 we conclude 

(A"T"\dltF»«(x)\A'r') = 0 xer" or xer'. (11.18) 

Since the amplitude is independent of AQ, A0", let us 
for simplicity assume Ao"=0. Then for xer" this equa­
tion reduces to 

{Af,rN\dkAk{x)\AfT,)^0 xtr". (11.19) 

It may be shown that the matrix element of A k is given 

17 Consider the more general translation AM = ^4M+aM and apply 
the same argument. See Ref. 7. 



B1160 H . L E U T W Y L E R 

by 

{A"r"\Ak{x)\A'r') 

5 
= - t U ' V ' l i V ) , xer", (11.20) 

8Ak"(x) 

as may be expected from the canonical formalism. 
Thus, the condition (11.19) amounts to 

d* [« /M i f c
, , (x ) ] (^ , V / MV) = 0, (11.21) 

which is the differential form of (11.10). We shall refer 
to this condition as the subsidiary condition, since it 
corresponds exactly to the subsidiary condition in the 
canonical formalism, where we have 

dkAk=0 (AQ=0). 

We would like to emphasize that neither the inde­
pendence of the amplitude from A0' and A0" nor the 
fact that the amplitude is a gauge-invariant functional 
of Ak and Ak

n arise from a particular choice of the 
gauge. They are straightforward consequences of the 
definition of the amplitude. 

The Concept of Reduced Amplitude 

In view of the application to the gravitational field 
let us briefly define and discuss the notion of reduced 
amplitude. As a preliminary note that it is convenient 
to use the variables a^x) and A(x) directly as variables 
of integration in the Feynman integral (II. 1). In order 
to sum over all histories Am we may sum over all gauge-
independent parts dp as well as over all gauges A, This 
amounts to a transformation of the measure 

^a=Hda1da2dad, £>A=II ^(doA), (11.22) 
L L 

Let us define the reduced amplitude by 

<a"r" |aV> = 3l0 feiS£>a, (11.23) 

such that 

0 4 " T " | . 4 V ) = 31A ({G"T"\A'T>)S&. (11.24) 

On the right-hand side, ak" has of course to be expressed 
in terms of A k" and dkA". The advantage of this way of 
splitting up the summation is that the reduced ampli­
tude is a well-defined object, since the classical equa­
tions of motion for the field ak(x) are not degenerate. 
The constant 310 can be normalized such that the re­
duced amplitude satisfies the composition law analogous 
to (1.7). Furthermore, because of gauge invariance, the 
reduced amplitude is independent of the history A(x). 
The only place this history shows up is through the 

boundary value ak", when we wish to express the 
original amplitude in terms of the reduced one. This 
boundary value is given by A / '— d&A". Clearly only the 
boundary value A" of A(x) enters. To carry out the 
integrations over A in (11.24) we have to apply 
Feynman's rule to the propagation of the history A. 
This is trivial between any two surfaces in the interior 
of the lattice, because A(x) does not enter at all in the 
infinitesimal amplitude for ak there. The extremal of a 
constant is the constant itself. To keep the normaliza­
tion constant 91A finite, we replace the integration over 
A again by an average, i.e., we may simply disregard it. 
This however does not apply to the propagation of A 
from the surface nearest to r " to r" . Let us explicitly 
write the integrations on the last surface. Dropping the 
average over A on all other points of the lattice we 
obtain 

(A"T"\A'T') = NONA [eiSer">r>>-<(aj r " - e | a Y ) 

X I I daidazdazddvA. (11.25) 
r
n—t 

Here the requirement that Se be stationary with respect 
to the history A as well is not trivial. The result is 
exactly the infinitesimal propagator Na expiS°T",T"-<-
we obtained earlier. Thus we find 

( i l ' V 14V) = Na feia**">r'—(a, T " - e| a V > 

X I I daxdazdaz. (11.26) 
T"— 6 

If one makes use of the result (11.13) he finds 

= f{Ak"+dkC, T^Au'^dc/ fdC. (11.27) 

The average over A 0 drops out since the reduced ampli­
tude is independent of Ao. There is actually no asym­
metry in initial and final states in (11.27), because the 
reduced amplitude satisfies 

(Ak"+dkC, r"\Ak'+dkC, T') = (Ak"r"\Ak'T') 

due to the fact that the choice #o=0 allows for time-
independent gauge transformations. 

III. HEURISTIC ANALYSIS OF THE SUBSIDIARY 
CONDITIONS FOR THE GRAVITATIONAL FIELD 

In this section we want to exploit the analogy with 
the electromagnetic field. Some of the manipulations 
will be purely formal and will have to be justified as 
soon as we introduce a properly defined framework to 
compute the transition amplitude. However, for a first 
orientation of what we may expect to find in a proper 
evaluation of the Feynman integral, these manipula­
tions will be instructive. 

<£>A = £>a£>A, C 4 " r " U V ) 
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States are Functional of the Metric Induced on a 
Space-Like Hypersurface 

What is the analog of the statement that the electro­
magnetic amplitude is independent of A o and A </'? The 
reason for this was that in the gauge transformation 
(11.14) A o is transformed by the slope doE which may be 
given arbitrarily on r' and r", in contrast to the 
gradient d{E whose three components are of course not 
independent of each other. 

Consider the analogous transformation 

gixv (x) = dMAad„A0<7a/9 (A (x)). (III.l) 

Since we may choose the slopes doAa arbitrarily, we may, 
in particular, take them such that gNo=0, gfoo=l on r ' 
and on r". If we do not change the coordinate system 
inside 7 and r", we have, furthermore, gik=gik on r' 
and on r". Near T" a transformation with these 
properties is given by 

Ai(x)=xi- (ro7goo//)(*°-T"), 
A0 (3) = ^0+ [ (g00")-l/2_ 1] (^0_ / ' ) 

(III.2) 

and analogously near r'. How does the action behave 
under such a transformation? With the help of the 
identity 

£=-R\g\1/2+M\g\lf2&vr^-g^^)}> (ni.3) 

where R is the curvature scalar, one finds 

/*£(g)#x= J £(g)d*A+<pT>,-<pT> 

<Pr= I \g\ll2dJ^)g?°d*X. 

(III.4) 

Since the action differs from fR \ g \ 1/2d4x only by a 
surface term, only the boundary values of the trans­
formation AM(x) occur in the transformation law, which 
are given by (III.2) in terms of gi0 and g°°. 

Instead of summing over all histories g^v with the 
fixed boundary values g^', g^" we may as well sum over 
all histories g^ which have orthogonal boundary values 
gfio=gno/ = ̂ ij!) if only we account for the additional 
term in (IV.4). This shows that although the amplitude 
is not independent of gMo' and gMo" these variables are 
entirely contained in the phase factors expi<pT" and 
exp—i<pTt. Put 

* / • • 
S£) g= ew'(g"T" | gV)*-'«r, (IIL5) 

where the amplitude (g 'V | g V) now is a functional of 
the spatial components of the metric tensor on r' and 
T" only. The unitary transformation expi(pT on all state 
vectors and amplitudes is trivial and we shall in the 
following deal always with the transformed amplitude 
(g'V' |gV). This corresponds exactly to the transition 

£ —» <£* in Dirac's Hamiltonian theory.18 Thus, we may 
restrict ourselves to orthogonal boundary values g^,f 

^g/zo^Von r' a n d / ' . 

Subsidiary Conditions as Differential Form 
of Coordinate Invariance 

What may we expect to find as subsidiary conditions 
in the gravitational case? We have already stressed the 
fundamental difference between the gauge groups of 
electromagnetism and gravity. The electromagnetic 
gauge group leaves the structure of the lattice unaffected 
while the gravitational gauge group is the group of 
coordinate transformations and therefore affects the 
lattice as well as the field. Despite this difference, let us 
briefly sketch the formal analogy between electro­
magnetic and gravitational subsidiary conditions. In 
Sec. V we shall give a detailed derivation of the gravi­
tational subsidiary conditions which accounts for the 
modifications due to the effect of the gauge group on the 
lattice. As a first orientation the formal analogy is 
instructive. 

In analogy to the infinitesimal electromagnetic gauge 
transformation used in the derivation of the electro­
magnetic subsidiary condition at the end of Sec. II, let 
us consider an infinitesimal coordinate transformation 

gnv{x) -> gfip(x) = gfiV(x)+dgflv, 

^v=VM5Ay+V,5AM. 
(III.6) 

(III.7) 

Here VM denotes the covariant derivative with respect 
to the metric g^. Again making use of (III.3) one finds 
the transformation law for the action: 

5S= £(g)d*x- £(g)d*x 

= 2f S/dA^gl^da.+A, 

S/=R/-id/R, 

J T"—T' 

-kAs^^-s^^lk1" I g 11/2 x̂ • 
Since g„o= V on / and r", A becomes 

A=AH-A2, 

Ai=- / {glmgimgiu-gik)hik\g\m&x, 

A 2 = — I dtftatf'-VlglvW*. 
2Jr„-r> 

The origin of the term A2 is obvious. The transformed 
18 P. A. M. Dirac, Proc. Roy. Soc. (London) A246, 333 (1958), 

(III.8) 
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histories g^x) do not in general have the properties 
&io= V on r and r". Therefore we have to perform an 
infinitesimal unitary transformation expi5<pT on each of 
the two surfaces in order to find the transformed ampli­
tude :(g"r" | gV). This exactly cancels A2. We thus have 

(g'V'IgV) 

= 31 f exdiS+2i [ss\g\1i*ML»d<r,+iAi\s>g 

'(g"r"|gV) 

+i / g V ' h fs/\g\^8A^dav+A1\g
;A . (III.9) 

On the other hand, 

(gV|gV) 

s 

•(i"r"\g-

+Sgik'(x) 
$gik(x) 

WOO 

(i"T"\gr')d*X. (111.10) 

Let us look closer at the quantity Ai. It is a linear 
functional of the velocities g,k, which we may express in 
terms of the canonical momenta 

d£ 
pih= = 11 g\ m(,iilghm-gikglm)9ik, 

(*,<>=V). (n i . i l ) 

The quantity Ai may be written 

A i = f pik5gik"d*x- f pik5gik'd*x. (111.12) 

Anticipating the result that the matrix element of 
pik(x) with xtr" is essentially a functional derivative 
with respect to its canonically conjugate coordinate g#, 

(g'V'| #'*(*) I *V) 
= - C « / W « ] ( g V / | g V ) , xer" 
= + C * / W « ] ( « / V / | g ' r O , *€/ (IIL13) 

which we shall justify later (we disregard factor ordering 
ambiguities at the moment), we see that Ai cancels 
exactly the terms arising from the transformation of g' 
and g" in (III. 10). Thus the subsidiary conditions read 

(g,V/|5M°'|g|1/2(*)l*V) = 0, xer', or xer". (IH.14) 

This is the analog of the electromagnetic subsidiary 
condition (11.12). We shall see in Sec. VI that these 
equations have to be modified slightly in order to ac­
count for the transformation properties of the measure. 

The next step which consists of converting this 

subsidiary condition into differential form is consider­
ably more complicated than the analogous step in the 
electromagnetic case, due to the nonlinearity of the 
gravitational system; this will also be carried out in 
Sec. V. 

Subsidiary Conditions and Bianchi Identities 

We would like to discuss briefly two other ways to 
arrive at the subsidiary conditions. The first one makes 
use of the Bianchi identities which imply 

fs/VM^x= I S/dA^dav. (III. 15) 
J J r"—r' 

The matrix element on the left-hand side vanishes if the 
field equations in matrix form hold, leaving us again 
with (III. 14). This procedure is not strictly valid be­
cause (a) V^A" in (III. 15) involves g^ itself such that 
the field equations are not sufficient to show that the 
left-hand side vanishes and (b) Misner's method19 to 
derive the field equations is not applicable to our 
noninvariant form of the measure. 

Coordinate Invariance of the State Functionals 

The second way is to argue directly from the gauge 
invariance of the amplitude under transformations 
which leave the surfaces T and r" invariant. A change 
of the coordinate system inside the surfaces T and r" 
leaves the amplitude unchanged. This implies that the 
amplitude depends only on the intrinsic geometries of 
these surfaces and not on the components of the metric 
tensor directly, which are of course affected by the 
transformations. This argument has to be considered as 
heuristic since only later will be in a position to prove 
the invariance of the amplitude under these trans­
formations, which is equivalent to the subsidiary con­
ditions (111.14) for n= 1, 2, 3. 

The fourth condition is associated with the vanishing 
of the Hamiltonian and cannot be obtained by this kind 
of argument. It involves coordinate transformations 
which change the shape of the surfaces / and r". 
Therefore we find a relation between two different 
amplitudes rather than one which states a property of 
the amplitude we are dealing with. This relation is the 
dynamical law for the transition amplitude. 

For the particular case that the coordinate trans-
ormation under consideration carries the surfaces r' 
and r" again into surfaces xP—constant we obtain the 
result that the amplitude is independent of r and r". 

IV. THE REDUCED AMPLITUDE 

In this section we shall develop a method to define 
the Feynman amplitude for the gravitational field. 
Although no explicit expression for this amplitude is 

19 C W. Misner, Rev. Mod. Phys. 29, 497 (1957). 

ni.il
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obtained, the framework set up in this section will 
enable us to compute matrix elements between two 
states, each denned on the intrinsic geometry of a 
space-like hypersurface. 

Gaussian Coordinates 

We proceed in close analogy with the discussion of the 
amplitude for the electromagnetic field. As an analog of 
(II.2) we take 

fxv[X) : : dfiA
<x(x)dvA^(x)aa^(A(x))') aMo= 5M° > (iv.i) 

i.e., we introduce a Gaussian coordinate system. It is 
known that a nonsingular transformation Ali(x) leading 
to a Gaussian coordinate system exists in a finite region 
of space-time. However the extension of this region 
depends on the behavior of g^v(x). One may easily con­
struct sets of four-geometries, which are nonsingular in a 
common domain, but do not admit Gaussian coordi­
nates in any common region. Suppose, e.g., that gp.v(x) 
is nonsingular and admits a Gaussian coordinate system 
throughout the region between x°=0 and x°= T, but not 
for x°<0 or x°>T. Define a set of four-geometries 
£> (X)0)by 

fo,(W(*) = X2&,,(X*); X>1. 

These geometries admit a Gaussian coordinate system 
in the interval 0<x°< T/X. If the set includes geometries 
g»i>a) (x) with arbitrarily high X then there is no common 
region where each of the geometries admits a Gaussian 
coordinate system. 

This implies that for however small we choose the 
spacing between r' and r", there are always nonsingular 
histories gnV(x) which do not admit a Gaussian coordi­
nate system, nonsingular throughout the region be­
tween T' and r". Our attitude towards these difficulties 
will be to restrict the summation to those gnV(x) which 
do admit such a coordinate system throughout the 
region between / and r". We shall restrict the summa­
tion furthermore to those histories g^v(x) for which all 
the surfaces n of the lattice are totally space-like. This 
is already implied in the form (1.14) of the measure. 
Although these might seem to be enormous restrictions, 
we would like to point out, that the subsidiary condi­
tions we want to obtain and which are the heart of the 
matter are of differential character. Furthermore they 
concern only the boundaries T and r" of the domain of 
the histories gpV(x). 

We complete the specification of A" and a^ by taking 
Att(x) = xll(xeTf). This implies aik=gik. 

Transformation of the Measure to New 
Variables of Integration 

Instead of summing over all histories gpV(x) we may 
equally well sum over all histories a a (A) and over all 
transformations to Gaussian coordinate systems AM(#). 
The boundary values of these histories at T and r" have 

to be chosen such that the resulting boundary values for 
gpp satisfy g^^g^'—d^. The Jacobian of this trans­
formation of the variables of integration is computed in 
Appendix 1 for a measure of the form20 

®apg=IlM\detg\«\detg\e I I dg,,, (IV.2) 

which contains the two parameters a and /3. (We shall 
work with this general measure and later determine the 
values of a and /3 to be — f and 1 with the help of the 
consistency argument given in Sec. I.) The result we 
find in Appendix 1 reads 

I I ^ M ,= 2|detA|4|detA| 
H< v 

X |deto| I I daik U d(d^), (1V.3) 

where detA denotes the determinant of d *A h (i, k = 1,2,3). 
The 10 variables of integration gM„ are thereby replaced 
by the 6 variables a a and 4 variables doA**. With the 
further notation 

gik^diA^JcA^a^+diA^kA^d^dkAHlrn, (IV A) 

£>apa=UM\ det A12 +̂41 detA 12«+2 

L 

Xldeta l^ lde t f t^ I I daik, (TV.5) 
i<k 

SDA-III detA)"1 I I d(d<A») , 

we have 
£>«/?£= SD âSDA; 29l=9la9lA. 

Transformation of the Action 

The action transforms according to 

£(g)d4x= £(a)d4A+XT„-XT,, 

(IV.6) 

<r(A,g) = - J (r^A/A,-1" 

-g*»dffA/Av-
lp)\g\ll2dap 

(IV.7) 

Because a coincides with g on / by construction the 
surface term XT> vanishes. Although the expression 
above for XT" contains also terms like doÂ  (the terms 
dooA" cancel), these may be expressed in terms of gik" 
and A""(x)=A"(x,r"). On the other hand the reduced 
action, /*<£(a)d4A, is independent of the history AM(x). 
It is therefore convenient to introduce the reduced 
amplitude 

<* 'a"r" | aV)A= 9fta / exp i I £ (a) J 4 A1 £>a/3a. (IV.£ 

20 For reasons which will become clear later, we include part of 
the normalization constant in £>apg. 
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With this notation the original amplitude may be 
written 

( g " r " | g V ) = 9lA / V ^ ' ' < A ' ^ ' V V ' | g Y > A 2 D A . (IV.9) 

In this formula a" has of course to be expressed in 
terms of gik" and A**". 

The essential point in this way of splitting up the 
integrations over gM„ is that the reduced amplitude is 
now a well-defined object, since the Lagrangian• «£ (a) is 
not degenerate. For any given fixed history AM(x) we 
may perform the limiting operations in the Feynman 
sum-over-histories prescription as applied to the his­
tories a ik. Afi(x) determines the location of the lattice 
points in A space as well as the shape of the surface r". 
The resulting object ( a ' V | # V ) A may then be inserted 
in (IV.9) to carry out the A integrations. 

The Special Case A"(x) = x* 

(a) Approximation for Histories Connecting 
Nearby Surfaces 

Let us discuss the simplest case first, where Ali(x) *= #", 
i.e., the lattice in A space is identical to the one we 
started with, consisting of equally spaced hypersurfaces 
AQ=rn=Tf+ne and]straight lines A*= constant. 

As a first step in the construction of the reduced 
amplitude we have to compute the extremal action for 
the histories a ik (A). Fortunately, we are not interested 
in the general case of prescribed boundary values on two 
arbitrary surfaces, but only in the limit of small surface 
spacing e. Denote the boundary values on TX—T- by 
aik~, those on r ; + i = r + by a^+ . I t is clear that as the 
spacing e tends to zero, time derivaties will blow up, 
being essentially determined by (1/e) (an^—aur), while 
the derivatives with respect to A1, A2, A3 will tend to 
some average of those on r_ and those on r + and thus 
remain finite. In other words we are interested in a 
solution of the equations of motion with the properties21 

d&im=o(i), d0aim=o(l/e). (IV. 10) 

(b) The Equations of Motion 

The equations resulting from the Lagrangian £(a) 
read 

Rik(a)—iaikR(a) 

+^aika
lmdim—idika

lmdim+idiialmdmk 

+laik(dimalm)2-%aika
lmarsdirdms = 0; (IV. 11) 

dik=doaik and Rik^
) = R(s)liki denotes the contracted 

curvature tensor of the hypersurface A0=constant, 
formed with the metric aik. Thus, as a first approxima­
tion we may disregard the term Ri^ — ̂ ancR^ being 

21 The situation is exactly the same as in the case of the infini­
tesimal propagator for a particle in a potential V(x). See R. P. 
Feynman, Rev. Mod. Phys. 20, 267 (1948). 

o(l) as compared to o(l/e2) of the rest. We have to 
solve the resulting second-order ordinary differential 
equations exactly, since all terms have the same be­
havior as e —> 0. This is carried out in Appendix 2. 

(c) The Path is Unique 

An important result derived in Appendix 2 is that 
there is only one classical path connecting two given 
boundary values a ^ + and aik~ on r + and T_, in the 
limit r+ —> r_. This property of the reduced action— 
together with the fact that the action is quadratic in the 
velocities—justifies the sum over histories procedure in 
the sense that only for such actions is the Feynman 
quantization equivalent to the ordinary quantization.22 

(d) Solution in Terms of Eigenvalue Variables 

In Appendix 2 the value of the reduced action at the 
classical path is computed and expressed in terms of 
eigenvalue variables defined as follows: aa+ and aik~ 
are negative definite by assumption (A0 = constant are 
space-like hypersurfaces). Therefore they may be simul­
taneously diagonalized. 

aik^-T,SilSk
lA±K (IV.12) 

To specify Si1 uniquely we choose d e t S ^ 1 and 

AJ=\deta-\lf\ J = l , 2 , 3 . (IV.13) 

Furthermore, put 

i l + H d e t o + l 1 ' 8 * 1 , 
(IV. 14) 

a = [ A E ( m a * ) 2 ] 1 / 2 , A±=\deta±\^. 
i 

Then the extremal value of the action is given by 

Se= £(a)d*A 
J ex 

8 f 
= / ( ^ +

2 + ^ _ 2 - 2 ^ + ^ _ c o s h « ) ^ + ^ ( e ) . (IV.15) 
3eJ 

This formula is valid for the special case A** (#) = #" and 
expresses the value of the action at the stationary 
history as a functional of the eigenvalues of aik

+ and 
a if in their simultaneous diagonal form. 

(e) Integrating Over the Gaussian Metric 

We shall deal with the general history A^(x) later. 
What we want to do first is to apply Feynman's defini­
tion of the infinitesimal amplitude to the especially 
simple expression for the extremal action just obtained. 

22 In this connection, see also P. Chocquard, Helv. Phys. Acta 
28, 89 (1955). 
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Let us investigate the action of the infinitesimal reduced 
amplitude, expiS6, on an arbitrarily given test functional 
^(a), i.e., consider the integral 

= Na / eiSe<a+>a-^(a~)£>ap
T-cr. (IV.16) 

Here, 2Da/s
Ta is the same as £>a/stf in (V.5) except that the 

product H z , n o w r u n s 0IUV o v e r the points of the surface 
r instead of the whole lattice. According to our restric­
tions on the summation, we integrate only over negative 
definite boundary values a%f. The limits of integration 
when expressed in terms of the variables a if themselves 
are very cumbersome, because the requirement of nega­
tive definiteness is a nonlinear system of inequalities in 
the variables a%f. A much more convenient choice of 
the variables of integration is given by the eigenvalues 
we already used to compute the action. Of course the 
three eigenvalues A J defined in (IV. 12) are not suffi­
cient to replace the six variables a,-f. We have to 
integrate over the matrices 5V in (V.12) as well. Since 
they satisfy 

ZSilSkl=-aik+A+-w, detS=l, (IV.17) 
i 

we see that they are the matrices of the rotation group 
in three dimensions associated with the metric Uik+ 

= —aik
hA+~4i/z

} which is a three-parameter Lie group. 
We have in matrix notation 

SS'=u*-. (IV.18) 

In order to be able to use the well-known results of the 
theory of the ordinary rotation group in 3 dimensions 
associated with the metric 5 ̂ , we write 

S=TR (IV.19) 

and choose the fixed matrix T such that it diagonalizes u+ 

T~1t^(T-1)t=l. (IV.20) 

Then the matrix R satisfies 

RR'=1, 

i.e., it is an element of the ordinary rotation group. 
An extra benefit of this choice of the variables of 

integration is that the extremal action Se is independent 
of R, such that the integration over the rotation group 
will be very simple. 

(/) Transformation of the Measure to 
Eigenvalue Variables 

We now have to transform the measure to our six 
new variables of integration, which we may choose to be 
given by AJ-, A J, A J, 71,72,73, where 71,72,73 are the 

Euler angles parametrizing the rotation group. This 
transformation is carried out in Appendix 3 with the 
result 

daif - - - dazf=dzA~dzR, 
d*A~= (AJ~AJ){AJ-AJ) 

X (AJ-AJ)dAJdAJdAJ, (IV.21) 

d*R= smy2dy1dy2dyz. (IV.22) 

The variables of the rotation group appear in the group 
invariant measure dzR. This is a consequence of the 
invariance of the product of the six differentials on the 
left-hand side with respect to the linear transformations 

•8-=VarV<, FF*=1 , 

which rotate the axis of the coordinate frame in the 
space of the Euler angles, thus establishing rotational 
invariance of the right-hand side. 

In order to establish a one-to-one correspondence 
between the variables a^f on the one hand and A J1, Si1 

on the other hand, let us order the eigenvalues according 
to 0<AJ<AJ<AJ<<*. This still does not fix the 
matrix S uniquely. As discussed in Appendix 3 there are 
four equivalent matrices S which satisfy these require­
ments. Thus if one integrates over all eigenvalues A __z 

satisfying the above restrictions and all matrices S (the 
full rotation group) he obtains all negative definite 
matrices dif and every one exactly four times. Ac­
counting for this degeneracy by a factor of 4 the limits 
of integration become very simple. We have to integrate 
over the full rotation group and over all A J satisfying 
the above restrictions. Still considering the special case 
Afl(x) = xtl, we have, in view of the fact that the ex­
ponential is independent of the Euler angles 

V(a+)=NaL
iSe 

X I I Mi I detflr| °*-f*1<PA~$(AJ). (IV.23) 
T— 

Here, ^ denotes the integral of ^ over the rotation 
group. 

(g) Asymptotic Expansion 

Fortunately, we do not need an exact evaluation of 
the integral but are only interested in an asymptotic 
expansion in e when e—>0. The method of stationary 
phase is particularly suited for this purpose, because Se 

has the property that considered as a function of A^1, 
A J, A _J it has only one stationary point23 

8Se/8AJ=0 for AJ=A+
l. (IV.24) 

The relevant estimates are given in Appendix 4. They 

23 This property can be understood directly without knowing the 
explicity solutions of the equations of motion. See the discussion in 
the case of the general history A^a:). 
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lead to the asymptotic expansion 

L 

• (e/A3)3 |deta+ | **-e+*(l+o(Ji*)). (IV.25) 

The power (e/A3)3 is reasonable, since we originally had 
six variables of integration a ik~ each one giving rise to a 
factor (e/A3)172. The exponent a+ jS+f comes about as 
follows. The action is invariant under a stretching of the 
coordinates A*—>AA\ i.e., under the simultaneous 
change a^ —> A - 2 ^/^ , A—>XA. The measure Q^a in 
(IV.5) changes by a factor x-eo+zm)-^ which is indeed 
the factor picked up by &' if the same substitution is 
inserted in (IV.25). To evaluate ^ we simply note that 
for A-l=A+l we have aik+=aik~ independent of S. 
Therefore24 

(PR = &K**(oik+). (IV.26) ¥ = ¥ ( 0 , * + ) 

(h) The Reduced Amplitude Connecting 
Nearby Surfaces 

If we insert the asymptotic expansion (IV.25) in the 
definition of ^ ' , Eq. (IV. 16), we find 

(a+T+\ a-T-)A.=AvT-ar<k(ar) 

= *(af)Na I I M16x3(e/A3)3| deta+| a+M 

X(\+o{e^)). (IV.27) 

In the limit r + —r_=e—>0 the correction term o(el/2) 
vanishes and the right-hand side is of the form ^ ( a + ) . 
Note that the constants Na and M depend on e and A. 
These constants will be normalized later in such a 
fashion that Z = 1; a + / 3 + f = 0. Therefore in the limit as 
r + —» r_ the reduced amplitude for the transition from 
r_ to T+ behaves like a 5 functional. This behavior was 
to be expected and is common to all Feynman ampli­
tudes associated with nondegenerate actions quadratic 
in the velocities.25 

Note that this property is not shared by Feynman 
amplitudes associated with degenerate actions. In par­
ticular the electromagnetic amplitude for transiting 

24 The integration over the full rotation group extends over the 
intervals 0<7i<27r; 0<72<7r; 0<73<27r. 

25 If one carries out the asymptotic expansion of (IV. 16) to 
higher orders in e1/2, he finds that—using the normalization of the 
measure as given in (IV.37)—the next nonvanishing term has the 
form -ief3Qd*x with the same Oe(s) as in (V.23)-(V.26). Thus, 
jT3Cd3x is the infinitesimal generator of the unitary transformation 
which describes the dynamical evolution of the reduced amplitude 
and should therefore be Hermitian in the measure (IV.37). The 
Hermiticity of 3C(#) may be directly verified with (V.23)-(V.26). 
[Note that ~i(d/8gik) is not Hermitian in the measure (IV.37).] 
One finds that Hermiticity determines the coefficient of 3d 
uniquely and the coefficient given in (V.25) is indeed correct; the 
coefficient of 3C2 is obviously not affected by the Hermiticity 
condition. 

from r to r" does not reduce to a 8 functional as 
r " --» r ; instead this amplitude reduces to a projection 
operator onto gauge invariant state functional, as may 
be seen from Eq. (11.27). Likewise the full gravitational 
transition amplitude reduces to a projection operator 
onto states satisfying the subsidiary conditions. The 
concept of reduced amplitude is useful precisely because 
it is associated with a nondegenerate action. 

The General History A"(x) 

(a) Approximation for Histories Connecting 
Nearby Surfaces 

What modifications do we have to expect if Alx(x) 
j^x*1? In this case the surfaces of the lattice in A space 
will not have the shape A0 = constant and the family of 
curves that fix the locations of the lattice points will not 
be given by A *= constant. The direction of these curves 
is given by doA*4. As e—»0 the derivatives of aik with 
respect to directions that are parallel to the surfaces of 
the lattice will tend to some average of the derivatives 
inside the surfaces r_ and r + of aik~ and a ^ + and remain 
finite. On the other hand those along the direction 
d0A^ will be o(l/e). Thus the first approximation will be 
given by 

do*d*ik=o(l/e), ( l v 2 g ) 

diA^dxaik=o(l), 

which for A^x* again reduce to (IV. 10). (IV.28) is 
equivalent to 

d\aik=X},aik-{-o(\.), 

X^=A~\°y aik = daik/dx°= doA^dxanc 

(b) Equations of Motion 

(IV.29) 

We have to insert this approximation into the equa­
tions of motion (IV. 11) and again solve them with 
prescribed boundary values on n and 7\-+i. This problem 
is considerably more complicated than the case A^ = #M, 
because the quantities d^A" show up26 in the equations 
of motion. These equations may be simplified when ex­
pressed in terms of the quantity bik defined in (IV.4). In 
these variables the approximation (IV.29) leads to the 
following action functional 

£(a)d*A = - / W^bu'b.J-b^btJ) 

X\b\WK#x+o(\), (IV.30) 

IdetAhdet&i1 ' '2 

IdetAl deta 

26 Note that the history A.»(x) is kept fixed when we perform the 
limit e —» 0 in the reduced amplitude. Thus the quantities d^A' 
appearing in the equations of motion for a** are to be considered 
as time-independent, the variation of dMA" along the path being 
0(e). 
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The variations of this functional with respect to bik 
produce the required approximation to the equations of 
motion. The appearance of dMA* in these equations arises 
from the variations of | deta | in K. 

Fortunately we are not so much interested in the 
general solution of these approximate equations of 
motion, but need only the value of the action at the 
extremal histories. Furthermore, as we have seen in the 
special case Afi=xli

i in the context of the Feynman sum 
over histories formalism, only the behavior of the action 
as a functional of the boundary values near the sta­
tionary point 

dSe(b+,b~)/8bik
+=0 (IV.31) 

is relevant. 

(c) A General Property of Nondegenerate Actions which 
are Homogeneous Quadratic in the Velocities 

I t is easy to see that the action—considered as a 
function of the boundary values—corresponding to a 
Lagrangian which is nondegenerate and homogeneous 
quadratic in the velocities, has only one stationary 
point. Consider a variation about a solution of the 
equations of motion gt-(r) which connects qr at r_ to 
qi+ at T+. 

S'= [£(qi9qk)dT, (IV.32) 

r/d£ d d£\ d£ \r+ 

5S'= I )bq4r+ dqA . (IV.33) 
J \dq dt bq\i/ dqi I T_ 

Since qi{r) satisfies the equations of motion, one obtains 

dS'/dqi+= (d£/dqi)(T+)--=pi(r+). (IV.34) 

If qi+ is to be a stationary boundary point, dS/dqi*" 
vanishes and therefore the momentum pi(r+) must 
vanish too. Since <£ is nondegenerate and quadratic in 
the velocities this implies gt-(r+) = 0 and by virtue of the 
homogeneity g t-(r)=0. This shows that 

?<+=«r (iv.35) 

is the only stationary point. 

(d) Asymptotic Expansion 

This result may be applied to the reduced action as 
given by (IV.30). Only boundary values near stationary 
points—defined by (IV.31)—contribute in the sum over 
histories and there is only one stationary point bik+ 

^buT. I t is not difficult to investigate a neighborhood 
of this point, which is all we need to apply the method 
of stationary phase. Apart from the factor K the results 
are identical to those we obtained for the special case 

A"(ff) = a". One finds instead of (IV.27) 

/ (a+r+\a~TJ)A^a^a-^(a-) 

= *(a+)Na I I 16TT3(€/A3)3 | deta+ \ <*+b<2 \ detb+ \ ^ 
T + 

X I detA 12«+51 detA 12^~2X (l+o (e1 '2)). (IV.36) 

This of course contains (IV.27) as a special case. 

Determination of the Measure 

The asymptotic expansion (IV.36) invites us to 
normalize the reduced amplitude by requiring 

« = - * ; 0 = 1 ; Na-^UMUir^e/A*)* (IV.37) 
r 

and we will denote 33_§,ia by £)#. 
We shall now try to justify this choice. A priori there 

is no reason why we should have to normalize the re­
duced amplitude such that it approaches a delta func­
tional when r " —» r', because the reduced amplitude has 
no physical significance. 

(a) General Properties of Feynman Integrals 

The two assumptions on which this normalization is 
based are general properties of Feynman integrals 
which are very reasonable, but have so far not been 
proved in sufficient generality to be applied to our case: 

(1) The sequence of refinements of the lattice defined 
by A"—*°o, e - ^ 0 leads to a sequence of Feynman 
integrals that converge to a well-defined limit, for a 
sufficiently broad class of nondegenerate Lagrangians. 

This assumption is the analog of the theorem which 
asserts the existence of the Riemann integral and has 
been proved, e.g., for the amplitude of a nonrelativistic 
particle in a repulsive potential.27 

The second assumption is the analog of the statement 
that the value of the Riemann integral is independent of 
the particular choice of the subdivision of the interval of 
integration occuring in the Riemann sum. 

(2) If two lattices and their sequences of refinements 
are connected by a one-to-one well-behaved mapping 
which reduces to the identity mapping in a neighbor­
hood of r and T" then the associated limits of the 
Feynman integrals are the same. 

In other words a deformation of the lattice in the 
interior does not affect the amplitude, although it of 
course affects both the measure and the infinitesimal 
amplitudes. In view of the close connection between 
Feynman integrals and partial differential equations28 

27 D. G. Babbit, J. Math. Phys. 4, 36 (1963). 
28 J. M. Gelfand and A. M. Jaglom, Fortschr. Physik 5, 517 

(1957). 
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(more precisely the associated Schrodinger equations) 
this property is also related to the fact, that one may 
change the coordinates of a partial differential equation 
by transforming the coefficients appropriately; the 
solutions of the transformed equation are the transforms 
of the solutions of the original equation. 

(b) Uniqueness of the Measure 

We assume that a measure with these two properties 
exists and want to show first that it must be given by 
(IV.37). The argument is simple: The very definition of 
the reduced amplitude implies the composition law 

(a"r" | aV>A= / V V ' | ar)A^aM^r | aV>A, (IV.38) 

where r is anyone of the surfaces of the lattice. Let it be 
the surface nearest to r". Then according to (1) as we 
refine the lattice the various limits exist. If we insert the 
asymptotic expansion (IV.36) we find in fact the con­
ditions (IV.37).29 

Connection Between Original and 
Reduced Amplitudes 

Up to here we considered only the reduced amplitude. 
The connection between the original and the reduced 
amplitude is given by (IV.9). The reduced amplitude 
has been defined earlier in this section; in order to give 
a well-defined meaning to the original amplitude we 
have to specify how the integrations over A in (IV.9) 
must be carried out. Consider two histories A^(#) and 
AM(x) which reduce to A^=A/* near r' and near r". The 
reduced amplitudes associated with these histories differ 
only in the shape of the lattice in A space. Therefore, 
according to (2) we have 

<G"T" I aV)A= <*"/' | aV>i, (IV.39) 

as was the case for the electromagnetic reduced ampli­
tude. This shows again manifestly that the integrations 
over the gauge group in the interior of the lattice 
diverge and we replace them by an average. In the 
interior of the lattice we may simply drop 31A£)A in 
(IV.9), by virtue of (IV.39). Only in the neighborhood 
of r" are the A integrations not trivial and we will in­
vestigate these in the next section. 

In terms of the original variables of integration, 
giiv{%), the measure 3DA takes the form 

3>A=II i |de tg | - i n^M0. (IV.40) 
L fi 

This shows that the average over £)A is not equivalent 
to averaging over gMo, but includes a weighting factor 
Idetgl-1. 

29 Note that the consistency requirement determines only S)apa. 
The relation between 3Da/sa and the original measure £)«#£ depends 
on the particular way one averages over the gauge group. See the 
discussion following Eq. (IV.40). 

W Y L E R 

Composition Law in Terms of Integration 
Over Intrinsic Geometries 

In particular consider the composition law. From 
(IV.9) one finds 

( g V / | g V ) = / < g V / | g r ) a ) ' g ( g r | i / r / ) l 

J (IV.41) 

^g^I lMlde tg l - 1 / 2 ! !^ . 
r i<k 

The exponentials carrying the dependence of the ampli­
tudes on gMo [Eq. (III.5)] cancel and the average over 
^o on T has been carried out with the help of 

*Z&] = / \detg\ *n<feo=const.|detg| *-*. (IV.42) 

(This formula may be obtained from the fact that <r[g] 
transforms according to 

0[aga']= | deta | 2^-^[g] , (IV.43) 

if one performs the transformation 

g->aga* gio—>aikgko goo—> goo.) (IV.44) 

The following interesting remark which is due to 
Wheeler arises in this connection. As has been shown by 
Baierlein, Sharp, and Wheeler,30 the specification of the 
intrinsic geometries of two hypersurfaces together with 
the requirement that the four-geometry in between 
satisfy Einstein's equations determines the proper-time 
separation of the two hypersurfaces. Therefore, if one 
integrates over all geometries of the surface r in (IV.41), 
holding the geometry on / fixed he also integrates over 
all proper-time separations of the two hypersurfaces. 
Therefore the composition law (IV.41) may be in­
terpreted as an analog of 

{q"t" | q't') = Const, f (g'V | qt)dqdt(qt\ q't'). 

The question whether the composition law for the full 
gravitational transition amplitude may be brought into 
a form more closely analogous to the usual relation 

(q"t"\q't') = f(q"t"\qi)dq(qt\q>0 

remains open. 

Invariance Under Coordinate Transformations 

Finally, let us investigate the behavior of the original 
amplitude under transformations of the coordinate 
system. Consider a transformation of coordinates, which 
reduces to the identity mapping near / and r". This 

30 R. F. Baierlein, D. H. Sharp, and J. A. Wheeler, Phys. Rev. 
126, 1864 (1962). 
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transformation is equivalent to a change of the lattice, 
since we defined the amplitude in terms of the reduced 
one, where this is obviously the case. By virtue of (2) 
such a change does not affect the reduced amplitude; 
therefore we have the result that the original amplitude 
is invariant with respect to transformations which re­
duce to the identity mapping near / and r". Trans­
formations which do not reduce to the identity mapping 
near / and r" are responsible for the subsidiary con­
ditions which we shall investigate in the next section. 
Before we do this let us briefly consider two special 
cases of such transformations. 

First let us investigate a stretching of the lattice in 
the direction of x°, r" being shifted to T". Furthermore 
choose the stretching such that only the interior of the 
lattice is affected, the neighborhood of T being left 
unchanged while the neighborhood of r" is shifted 
rigidly as a whole. By virtue of (2), the reduced ampli­
tude is invariant with respect to such a change of the 
lattice and we immediately infer that 

( g V " | g V ) = ( g ' V ' | g V ) . (IV.45) 

In other words the amplitude is independent of r" and 
likewise, of course, of / . This property was first empha­
sized by Misner. 

As a second example, consider a transformation 

x° = x°; £*=/*(**). (IV.46) 

It may be verified that the reduced amplitude is 
invariant with respect to this transformation, if one 
chooses 

M=(A3)3. (IV.47) 

If one were to absorb M in Na then the reduced ampli­
tude would transform like a density rather than be an 
invariant.31 Note that there are N+l factors iVa as 
compared to N factors M in the definition of the reduced 
amplitude. The necessity of the choice (IV.47) shows up 
most clearly in the infinitesimal reduced amplitude 

<aV+e | a'r') = Nae
iSe. (IV AS) 

Clearly Se is invariant with respect to (IV.46) and so 
must be Na', but Na as given by (IV.37) is only in­
variant if the factors A3 are absorbed in M according to 
(IV.47). 

We again conclude that the original amplitude is 
invariant with respect to the transformations (IV.46). 
This invariance is reflected in the composition law 
(IV.41). The measure £)Tg is invariant by virtue of the 
transformation properties of M. 

V. SUBSIDIARY CONDITIONS IN 
DIFFERENTIAL FORM 

Proper Derivation of the Subsidiary Conditions 

The way we derived the subsidiary conditions in 
Sec. I l l was formal and not satisfactory. Since we now 

31 These formal considerations are very unsatisfactory: the 
problem of how to separate the normalization constant from the 
measure in the Feynman sum over histories formulation deserves 
a more careful study. 

have at our disposal a proper infinitesimal propagator, 
let us briefly show that we can derive these conditions 
in the framework of the reduced amplitude in a more 
satisfactory manner, in the same way as for the electro­
magnetic amplitude, by analyzing the amplitude for 
transiting from the surface r"— e to r". We have seen 
that Feynman's definition of the infinitesimal propagator 
requires the value of the action for the path stationary 
with respect to both the variations in a^ and in AM. 
Since the history AM appears only in the very last 
infinitesimal amplitude, by virtue of (IV.39), the con­
dition of stationarity with respect to AM is trivially 
satisfied in the interior of the lattice. The average over 
AM in the interior thus amounts simply to dropping 
9lA£>A there. 

We have to investigate only the variations of the last 
infinitesimal amplitude with respect to AM. Moreover, 
only the values of AM at r" appear in this propagator, 
such that we may restrict ourselves to a variation 5AM 

which is different from zero say only in the interval 
(r"—Je, T"). We have to express the last propagator in 
the variables A"", gik" on r" and require it to be 
stationary with respect to this change in AM for fixed gik". 

(a) Change in the Classical Action 

Since we have also to take into account the change in 
*r"(A",g") [Eq. (IV.9)], it is easiest to deal directly 
with the change in the original action J*£(g)d4x 
[Eq. (IV.7)]. 

8j £(a)<M+5Xr,,(AV') = 5/ &{g)dix. (V.l) 
J r"—i J T"—€ 

In order to keep g^" fixed, we have to vary a a as well 
as A". The variation in g^(x) is given by 

k»» 0*0 = (S^A^^+dM^^aa^ 
+6^3^(3^^+^,). (V.2) 

This may be written 

dg^v(x) = Vfld\v+Vvd\ll+dfXAidvA
k8:'aik, 

5A'=A-y«A*. 

VM denotes the covariant derivative with respect to g^. 
To satisfy the requirement 5gM„=0 on r", we have to 
choose 8*aik and the time derivatives of 5A" appro­
priately. We shall not need the explicit solution of this 
algebraical restriction. Making use of (VI.3) one finds in 
view of 8gnv=0 on r" 

8 f £(g)d*x=2 S / l g l 1 ' 2 * ^ * 
Jr"—t J T " 

+ S^lgl^d^d.A^aad^x 

= 21 S/x°|g|1/25A^3*. (V.4) 
J T" 
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The coefficient of 5*aik vanishes, since a »•*. satisfies the 
field equations (IV.ll). 

(b) Change in the Measure 

This is the change in the action. What we now have to 
consider is the change in the measure produced by such 
a variation. We have seen that the measure is deter­
mined by the coefficient of 1/e in the asymptotic ex­
pansion of the reduced action in e. We therefore have to 
look for the change in this leading term. As we remarked 
earlier, the term XT>> in (IV.7) involves only the bound­
ary values gut' and AM" and their partial derivatives 
with respect to X , X , 00 . Therefore the variation 5Xr// 
will be of order one and give no contribution to the 
leading term o(l/e). Thus the relevant part of the 
variation of the reduced action is given by (V.4). 
Furthermore, only the term 8\° contributes, since Si0 

contains gik linearly and is therefore o(e~112). Thus the 
leading term in the change of the reduced action is 
given by 

8 / £(a)d4A=- / gikglm(gikgim-gngkm) 

X\g\ll2d*x5\0+o(e-V2). 

Inserting the definition of bik (V.4) and again neglecting 
higher order terms, we find 

8 f£(a)d*A= — fb^b^bn'hJ-bik'bm/) 

8X° 
X\b\^2K—d4x+o(e~^2). (V.5) 

e 

Therefore the change in the measure will be found by 
replacing K by K(l- (8\°/e)). Since the factor KA*/e 
appears in the third power in the measure, the change in 
3)a is given by 

®a+8£>a= £>a 1 1 ( 1 - (5X°/e) )3 

L 

= 3 ) a ( l - (3/eA3) f 8\°d8x\ . (V.6) 

(c) Correct Subsidiary Conditions 

With the help of (V.4) and (V.6) we obtain the 
following modified subsidiary conditions 

(gvis/>i«r(*)i«v)=o, 
xer" (V.7) 

( g ' V \So°\g\1/2 (*) | gV) = (3i/2Ah) (g"r" | gV) . 
The term on the right-hand side of the fourth subsidiary 
condition comes from the transformation properties of 
the measure; since we disregarded changes in the 
measure completely in our heuristic derivation in Sec. 
Ill , such a modification is reasonably to be expected 
from the present more detailed analysis. As g tends to 

zero the modification term will not have a well-defined 
limit. However we will see shortly that the left-hand 
side of the fourth subsidiary condition will blow up as 
well and it is a very satisfactory feature of this approach 
that these divergencies exactly cancel. The divergence 
in the left-hand side is due to the fact that 5o° is 
quadratic in the velocities #»•&. Already the matrix 
element of the kinetic energy of a nonrelativistic free 
particle, \mx2 leads to a divergent term. In fact, the 
procedure given by Feynman to define the matrix 
element of the kinetic energy unambiguously as the 
change in the transition amplitude produced by a 
change in the mass of the particle leads to exactly the 
same kind of cancellation of the divergent term in the 
matrix element against the change in the measure. 
Thus, while the separation of the fourth subsidiary con­
dition into a right- and left-hand side has no well-
defined limit, the subsidiary condition as such does have 
a well-defined limit. 

Evaluation of the Matrix Elements Occurring 
in the Subsidiary Conditions 

With the correct matrix form of the subsidiary con­
ditions at hand the next step is to bring them into 
differential form, as was done in the electromagnetic 
case. 

From unitarity or directly from the fact that we may 
apply the same arguments if we choose the Gaussian 
coordinate system to coincide with the lattice system at 
r" instead of r' we conclude that the subsidiary condi­
tions are valid at / as well and we prefer to evaluate 
them at / . The only difference is the sign of the term 
arising from the transformation properties of the 
measure. Let us first look at 

(gV'I^WUI^Ig'rO^O, *«•', i= 1,2,3. (V.8) 
Since dMA" = 5/ at T we may as well use the metric a^ in 
Si0 which then takes the form 

S%»=la*m(P0im--D4mi) • (V.9) 

Here Di denotes the covariant derivative with respect 
to the metric <Hk. Since xer' we have aik = gik and all we 
have to compute is the matrix element of dik for xer'. 
As a first step we evaluate the reduced matrix element 

<aV' |M*) |aV>A, *€T\ (V.10) 

(a) The Matrix Element of dik{x) 

The matrix element of dik has the form 

l im^ a / ( a / V / / | a r , + €)A^^ ( a ' r ,+€ | a ,T , )A^^+cda(r /). 
6->0 J 

AM(#) is a given fixed history, which remains the same 
when we take the limit e —> 0. As a first step we want to 
show that because we are considering a matrix element 
at / , where dlxA

v=8(l
v
f we may replace the exponential 
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by its value at All(x) = x,t. The reason is the following: 
The expansion for A»(x) reads 

A"(x,r) - ^+ | a 0 ( )A^x , r / ) ( r - rf)2+o(e'). 

If we expand the exponential around the point A^(#) = x* 
the first term in this expansion will be linear in dooA" and 
proportional to e. Since we have subsequently to average 
over the histories AM(#), this term will give no contribu­
tion by virtue of symmetry. Only the next order which 
is proportional to e2 gives nonvanishing contributions. 
Fortunately we are not interested in this order. Even 
for the evaluation of the fourth subsidiary condition 
only the terms of order e contribute. Therefore we may 
use the asymptotic expansion of the action for the 
special case Ali(x) = x(i. 

From the way we derived the subsidiary conditions 
it is clear how we have to evaluate the matrix element 
of d a . We have to compute the slope d ^ at the surface 
T' for the extremal history connecting an/ on the 
surface T to a^ on r ' + e . Since we only get con­
tributions if aik~aik=o(el/2), we may approximate 
dik(x)(x€T/) with the same asymptotic expansion in e. 
This expansion may be obtained from the Taylor series 

aik{Tf+e) = aik{Tf)-\-edik{rf) 

+ ( | ! ) € 2 f e ( r , ) + - - - . (V.ll) 

Using the equations of motion to express a,-*, in terms 
of d a and the notation 

Aaik= aik~ Gik' = o(e112); aik=aik(r/), (V.12) 

one obtains 

di/bO') = (Aaik/e)+Bdik, 

8dik= (l/4eVm '(AaikAaim-2AauAakm) ( . 
- (aik'/^a^'a^'iAatmAars { } 

— AairAams)+o(e112). 
Thus we have 

<a"r" | d « | a V > 

= \imNaf(a
f,T"\aT'+e) 

« - * J 
XeiSe^,+^a,^{{Aaik/e)+bdik)^a^+^ (V.14) 

This integral may be transformed to the variables A±
l 

and Ril we introduced in Sec. IV with aif=aik; 
a>ik

h=aik. The integration over the rotation group is 
again easy: Se is independent of RJ and according to 
(IV. 12) and (IV. 19) aik

+ and auT contribute each a 
factor RJRk1. The integral over such a product of 
R matrices may be determined from invariance under 
the rotation group alone, such that we are again left 
with an integral over the eigenvalues only. This integral 
is carried out in Appendix 5 with the result 

{a"T"\dik(x)\a'Tf) 

= ~i\a\-ll2{aik aim —2aii akm
r) 

XQ>/8alm'(x))(a"T"\a,T,), xer'. 

Since the A integrations are not affected, this leads to 

(gV' | (/«(*) | g'rO 
= -i\g'\ -i/2 (gik'gim'—2gu'gkm') 

X(S/Sglm'(x))(i"r"li'r'). (V.15) 

(b) Transverse Subsidiary Conditions 

Inserted in (VI.8) one obtains 

D ( g " r " | g V ) 

= (di—-+\ M •V«/V ,l«V) = 0. (V.16) 

Note that b/hgik is a contra variant tensor density and 
transforms like gik\g\1/2 with respect to transformations 
inside the surface / . Di is the covariant derivative with 

respect to gik^aik, and <L V the Christoffel symbol 

formed with the metric gik in the space r . 
Equation (V.16) is the analog of (11.21) in the 

electromagnetic case. I t states that the amplitude 
(&'V' | gV) is invariant with respect to an infinitesimal 
change of the coordinate system on the surface / . This 
simple result confirms the formal considerations at the 
end of Sec. I I I . By virtue of unitarity the same must be 
true on r". 

Note that in the course of the evaluation of the 
integral in Appendix 5 we encountered divergencies of 
the type 1/A3, i.e., terms that do not converge to a finite 
limit when the space-like separation of the lattice, A, 
goes to zero. One such term arises from the correction 
hdik and the others from the asymptotic expansion of 
the measure and the exponential. These divergencies are 
related to the fact that we are dealing with an infinite 
number of degrees of freedom and are a common 
occurrence in quantum field theory. I t is again a very 
satisfactory result, that they cancel leaving us with an 
unambiguous invariance condition. 

(c) The Matrix Element of So°\g\1/2 

To convert the subsidiary condition associated with 
time translations 

(gviwwkrigv) 
= - ( 3 i / 2 e A 3 ) ( g V , | g V ) , xer' (V.17) 

into differential form we need 

So°(a) = -W)+Wkalm(dikdim--dildkm), (V.18) 

where i?(3) denotes the curvature scalar formed with the 
metric d a and its spatial derivatives dia%k. 

The evaluation of (V.17) is more troublesome than 
the evaluation of (V.8), because 5o° is quadratic in dik 

and therefore the leading term in the asymptotic ex­
pansion is 0(l /e) . In order to compute the interesting 
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contributions which are o(l), we have to go up to and 
including third-order terms in the asymptotic expansion 
which is an expansion in \ A . Second order was sufficient 
for (V.12) since Si0 is linear in da-

To find the asymptotic expansion for So0 we can 
proceed as follows. If we make use of the equations of 
motion, Sik(a) = 0, then the Bianchi identities read 

d0(So0\a\^)+di(Soi\a\1/2) = 0. (V.19) 

This shows that the change in 5o°|^|1 /2 along the 
extremal path which is given by edo(So°\a\l,2)y is o(e1/2), 
because 5V is linear in da and therefore o(e~112). Thus 
we may write 

i r,Jr* 
S0°\a\^2 = - / S o ^ a l ^ T + t K e 1 ' 2 ) 

e J T> 

= - \R™ | ^ | 1 / 2 H— f aikal™{dikdlm-dudkm) 
SeJ 

Xlal^dr+oie1'2). (V.20) 

We have already evaluated this integral in the ap­
proximation (IV. 10). What remains to be done is to 
take into account the corrections to the solution a a 
arising from the terms Ri^—^aaR^ in (V.l l) , which 
we neglected in the above approximation. Let 

aik=aik
0+hik, (V.21) 

where aik° is the approximate solution. Then we have 
hik=o(e2) since Rik=o(l), hik=0 on r ' and r ' + e . If we 
substitute this expression for aik in the integral in 
(V.20), consider only terms linear in ha, and integrate 
by parts, we obtain only surface terms, because this 
integral is the Lagrangian for the unperturbed solution 
a a0 which is stationary with respect to a change of aik° 
in the interior. The surface term vanishes because ha 
vanishes at the boundaries r ' and r ' + e . 

This shows that the correction to the integral is 
quadratic in ha and therefore negligible. We thus may 
use the expression (IV. 15) for this integral, of course 
disregarding the integrations on the space variables 
A1, A2, A3. 

(d) Longitudinal Subsidiary Condition 

The evaluation of the fourth subsidiary condition is 
now straightforward and carried out in Appendix 6. The 
result is the following: 

5C(* ) («V , | gV) = 0, * € / , (V.22) 

3C(x) = Wo(x)+3C1(x)+3C2(x), (V.23) 

^o(x) = i\gf\-ll2(gik
,gim

,-2gi/gkJ) 
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X + * ( 8 ) l s T / 2 t o , (V.24) 

1 8 
3Ci(*) = | g ' | - 1 / 2 ^ ' ( x ) , (V.25) 

A3 Sgik'(x) 

3G 2 (*H-(5 /8A 6 ) |g ' |~ 1 / 2 . (V.26) 

The terms in e"1 and e~1/2 canceled.32 Note that the 
operators 3d are covariant with respect to transforma­
tions in the surface r', since the volume element of 
the lattice A3 of course transforms according to A3 

= (dx/dx)Ad, such that | g' 11/2A3 is an invariant. 3C(x) is 
a scalar density of the type | g' |1/2. Therefore (V.22) and 
(V.16) are compatible. 

(e) Remarks on the Singular Terms 

However 3Ci and 5C2 are divergent as A —> 0. They 
may be interpreted as arising from a particular ordering 
of the factors in 3C0; 1/A3 represents 53(0). At first sight 
one might think they necessarily cause trouble and 
should be removed by redefining the amplitude. How­
ever, one should bear in mind that 3C0 is also a singular 
object. In order to decide whether renormalizations of 
the amplitude are necessary one has to investigate the 
solutions of 5C(^)^=0. Consider, for example, the well-
behaved functional 

<£(<?) = expf — / cp2(x)dzx J 

= e x p ( - 4 2 > 2 ( x L ) A 3 ) . (v.27) 
L 

This functional satisfies the singular-looking differential 
equation 

p 2 / V ( x ) > - <P2(X)$= - (1/A3)<I>. (V.28) 

What is singular with this equation is only the way of 
separating the differential operator into a right- and a 
left-hand side. The equation as a whole has well-
behaved solutions. 

The situation is different in the case of the subsidiary 
conditions (V.16), because we know the solutions of 
these conditions. The analog of 3C0 is a well-behaved 
operator there. 

The central problem is of course to find the solutions 
of (VI.22). This problem will not be attacked here. I t 
may be expected that terms proportional to 3Ci and X2 
have indeed to be added to 3C0 in order that 5C^ = 0 has 
solutions. However the particular coefficients appearing 
in (V.25) and (V.26) should not be taken too seriously.33 

In particular the coefficient in 3C2 is very sensitive to 
modifications of the definition of the infinitesimal ampli­
tude, since it contains the third-order terms in the ex­
pansion of the action and the measure. 

32 The cancellation of these terms is due to the correction term in 
the fourth subsidiary condition. 

33 Note however that the Hermiticity requirement is only con­
sistent with the particular coefficient of 3& appearing in (V.25). 
Compare footnote 25. 
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VI. CONNECTION TO THE HAMILTONIAN 
QUANTIZATION PROCEDURE 

In this section we want to establish the connection 
between the sum over histories formulation of the 
quantum theory of gravity and the canonical quantiza­
tion procedure, which has been investigated by several 
authors.34 

Classical Canonical Theory of Gravity 

Let us briefly summarize the relevant aspects of the 
classical canonical theory of gravity as given by Dirac.35 

The basic elements of this theory are the canonical 
variables g^(x) and ^"(x), by means of which a 
Poisson bracket is defined, such that 

LgU^\Ppa(y)>^/-d(x-y), 

Since the Lagrangian associated with the gravitational 
field is degenerate, the variables p*v and gM„ are subject 
to constraints. The Lagrangian <£* proposed by Dirac 
has been chosen in such a way that the algebraic 
constraints on p^ read 

#"°«0. (VI.2) 

These relations reflect the fact that it is not possible to 
express do&xo in terms of p^. 

On the other hand, the restrictions on the initial 
values dogpV imposed by 5M°=0 lead to 

3C*=J9#**«0, (VI.3) 

WL^-%\£\-1I2(gikgim-2gilgkm)PikPlm 

+2?<*>|g|1/2«0, (VI.4) 

where |g| denotes the determinant of the intrinsic 
geometry gik of the surface x°= constant and Di is the 
covariant derivative with respect to this geometry. 

Quantized Canonical Theory of Gravity 

In the quantized version of the canonical theory the 
canonically conjugate Hermitian operators p^ix) and 
gP<x{y) satisfy 

ClM,(x)^^(y) ]=^ /^ (x-y) , (VI.5) 

where [_ , ] now denotes the commutator. The con­
straints (VI.2), (VI.3), and (VI.4) are replaced by 
restrictions on the state vectors 

p^=0, (VI.6) 

0C%=0, (VI.7) 

3CL^=0. (VI.8) 

34 P. A. M. Dirac, Phys. Rev. 114, 924 (1959); P. G. Bergman, 
Rev. Mod. Phys. 33, 510 (1961); R. Arnowitt, S. Deser, and C. W. 
Misner, Phys. Rev. 116, 1322 (1959) and following papers; B. S. 
DeWitt, J. Math. Phys. 2, 151 (1961); J. Anderson, Phys. Rev. 
114, 1182 (1959). 

36 P. A. M. Dirac, Proc. Roy. Soc. (London) A246, 333 (1958). 

There are many representations of the state vectors 
and operators in different Hilbert spaces. We want to 
show that the sum over histories formulation of the 
quantum theory of gravity provides a particular repre­
sentation of this canonical picture. It is clear that it is 
going to be a representation where the operator gnV{%) is 
diagonal. 

(a) State Vectors 

The space of state vectors of this representation is 
spanned by the functionals ^Cg], which are generated 
by 

* [*] = f (ir | goro) Sy^oCgo] , (VI.9) 

where ^0 is an arbitrary functional and ^ [g ] is inde­
pendent of r by virtue of (IV.45). Note that only the 
intrinsic geometries gik are involved. 

(b) Operators 

The representation of operators is based upon 

0*[g ] = /" (gr | O | goro) SD*°go*o[go] , (VI. 10) 

where the matrix element on the right-hand side denotes 
a sum over histories expression, the histories being 
weighted by the value of O at the classical path.36 

Clearly this definition leads to a diagonal representa­
tion of the operator |M„. Furthermore pi^=0} since the 
value of pf° at the classical path vanishes. (Note 
gMo= V at r.) This shows that (VI.6) is satisfied by our 
representation. We have already computed the matrix 
element of | ^ , Eq. (V.15). In order to find the repre­
sentation of pik, we recall that the classical momentum 
is defined by 

pik=d£/dgik===-i\g\m(gikglm-gilgkm)Qim' (VI.ll) 

Since gik does not commute with gik, pik is not uniquely 
defined by (VI. 10), but only up to a term proportional 
to 53(0) 

£<V= (-i(d/8gik)+(iq/A*)gik)*, (VI.12) 

where q is real and independent of x. Let us fix q by the 
requirement that pik be Hermitian in the measure 
£>rg. This leads to 

q=l. (VL13) 

(c) Subsidiary Conditions 

The commutation relations (VI.5) are satisfied and 
all that remains to be verified are the constraints 
(VI.7) and (VI.8). It is easy to see that the constraints 
(V.16) are equivalent to a particular factor ordering of 
(VI.7). In terms of the operator pik, (V.22) may be 

36 See R. P. Feynman, Rev. Mod. Phys. 20, 267 (1948). 
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written 

f 1 1 

2|g 1/4 
~gik(pikplm-pilpkm) 

I 1/4 

+# ( 3 ) | g | 1 / 2 H Ig]-1/2 * = 0 . (VI. 14) 
2A6 J 

This displays explicitly the Hermiticity of 3C(x) in the 
measure £>rg. The last term in (VI. 14) might be in­
cluded in a different, Hermitian factor ordering of the 
first term. This shows that our representation satisfies 
the constraint (VI.8) with a particular ordering of the 
factors.37 Note that 3C(x) can only be Hermitian in the 
measure £)rg, if 5Ci has the numerical coefficient given 
in (V.25). 

VII. SUMMARY 

The outstanding feature characterizing the gravi­
tational field is the gauge group of coordinate trans­
formations. The present approach to the quantization of 
gravity is based on a separation of gauge variables and 
dynamical variables by means of a transformation to 
Gaussian coordinates. As a first step a reduced ampli­
tude is constructed; the classical action which charac­
terizes this amplitude is the usual action associated with 
Einstein's equations, specialized to the particular case 
of Gaussian variables. Since the gauge group has been 
removed, this action is nondegenerate and leads to a 
well-defined reduced amplitude. The second step is to 
reintroduce the gauge group by summing over all 
possible transformations to Gaussian coordinate sys­
tems. This summation is responsible for the subsidiary 
conditions. The three transverse subsidiary conditions 
imply that the physical state vectors associated with the 
space-like hypersurface r are functional of the intrinsic 
geometry of r only, independent of the coordinate 
system chosen to describe this geometry. The longi­
tudinal subsidiary condition states that the Hamiltonian 
annihilates the physical state vectors. These properties 
are familiar from Dirac's formulation of the canonical 
theory of gravity. 
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APPENDIX 1: TRANSFORMATION OF THE MEASURE 

We want to compute the Jacobian of the transforma­
tion of variables g^ to a ^ and d^k* which is given by 

ga-diA'djcA^aim+d^dkA0, (1.1) 

gio^d^doA^a^+d^doA0, (1.2) 

goo=aoA^oA-aZm+aaA°aoA0. (1.3) 
37 The factor ordering problem in the quantum theory of 

gravity in terms of canonical variables has been investigated by 
J. Anderson, Phys. Rev. 114, 1182 (1959). 

Let us first hold gik and aik fixed and compute the 
Jacobian of the transformation gMo —» doA^ given by 
(1.2) and (1.3). Put 

n*MO=/iII<*(3oA /0-

The four-by-four determinant Ji has the form 

(1.4) 

Ji= 
diklai, <?»A° 

2doAlaim 2d0A
0' 

= 2 det [ d^a-xr | = 2 detA deta. (1.5) 

' dih 

(1.6) 

To find the Jacobian of the transformation gik-
defined by (1.1) put 

IE dgik = J2 II daik. 

J2 depends only on the matrix 6\A^= ( A ) / , since the 
terms diA°dkA° in (1.1) are irrelevant. What we want to 
show first is that 7 2 must be a function of detA. This 
result may be obtained with the help of an argument 
due to Bargmann.19 Consider the transformation 

g '=A'gA". (1.7) 

We may write the Jacobian of the transformation 
go! —* da in two different ways as 

/2(A ,A) = / 2 ( A 0 / 2 ( A ) , (1.8) 

where the left-hand side is the result of carrying out the 
transformation of the differentials in one step, while the 
right-hand side is obtained by considering the two suc­
cessive transformations gut—* g%k) gik—* o>ik* This 
shows that 7 2 is a one-dimensional representation of the 
linear group in three dimensions and must therefore 
have the form 

/ 2 = | d e t A | * . (1.9) 

Considering the special transformation A=X1 and 
counting powers of A one finds ^ = 4 . Therefore we have 

fiKv 
= 2 |detA[ |detA| 4 deto 

xn<&<*n<*(aoA"). (1.10) 

APPENDIX 2: THE EQUATIONS OF MOTION FOR THE 
GAUSSIAN METRIC AND THE VALUE OF THE 

EXTREMAL ACTION BETWEEN INFINI-
TESIMALLY NEARBY SURFACES 

We want to solve the equations 

-iaik(almdimy+iaika
lmarsdlrdms=0. (2.1) 

The dot denotes derivative with respect to r and we are 
interested in a solution connecting the boundary values 
ciik~ and anc+ at r~ and r+ , respectively. Let us introduce 
the positive definite, unimodular matrix u by 

aijc=~A4I3Uik, d e t ^ = l . (2.2) 
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The equations of motion for A and uik are 

A+i^AuikulmUiiUkm^O, (2.3) 

Auik—Auilu
lmumk+2Auik==0. (2.4) 

Equation (2.4) may be integrated once to give 

unulkA2=Ci\ (2.5) 

where dh are the constants of integration. Inserting 
this result in (2.3) and using the notation 

C / C V = C X C , (2.6) 

one obtains 

i+3 3 2CXC(lA4 3 ) = 0. (2.7) 

This may be integrated with the result 

A*=D(T-TO)*-MCXC/D), (2.8) 

D and TO denoting the two constants of integration. To 
solve (2.5) let us perform a transformation of the 
independent variable by 

d<r = drA-2; 

[D{t-r,y—hiCXC/D)~]~Ht. 
(2.9) 

Then Eq. (2.5) reads 

dUik/d<r=CilUih. (2.10) 

Since both uik{r+) and (duik/do) (r+) are symmetric and 
Uik(r+) is positive definite, we may perform a linear 
transformation which transforms both simultaneously 
to diagonal form. 

Uik(r+) = 5ik (dUik/da) (r+) = U(i)8ik (2.11) 

This linear transformation leaves the differential equa­
tion (2.5) invariant, if we transform C appropriately. 
C is given by 

Cil=dilui{>. (2.12) 
Thus we obtain 

where S is the matrix that transforms uik~ and U{k
+ 

simultaneously to diagonal form. 
Let us compute the action integral with the help of 

the solutions for A and u. 

•= / £(a)dzxdr 
J ex 

= - / \a\ll2aikalm(diidkm—dikdim)ddxdT 
4 7 

\a\maik(\ \\m\ 
V lift J Um) 

J) 
+ 

il) [mk 
dHdr, (2.18) 

Here \ \ denotes the ChristofTel symbol associated 
It* J 

with the metric a a and its derivatives dj#a. Note that 
there are no terms of the type dikdiars in Se. Therefore, 
in the approximation (V.10) we have 

Se=- / \a\l!2aikalm{diidkm-dikdim)dzxdr+o{e). (2.19) 
4 7 

Inserting the variables A and Uik, one writes 

S J-f(AV 
32 

kulmuuukm A2 )d*xdr+o(e), (2.20) 

and making use of the equations of motion for A, one 
obtains 

—I / AAdzx— I AAd*x) 

= (T+-T- JDd*x. (2.21) 

dUik(o-)/da=U({)Uik(ar), 

de t^= 1 implies 

On the other hand, 

C X C = I > ( 0 2 . 

Therefore, the solution reads 

uik(a)= ZSilSk
leuw, 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

Thus the only quantity of interest is D which we have to 
express in terms of the initial and final values fla" and 
aik

+. Suppose we know the constant CXC which is 
related to the initial and final values of uik. Given CXC 
we can express the two constants of integration D and 
ro in (2.8) in terms of the initial and final values of A. 
After some algebraic manipulations one obtains 

D= e~2[A+
2+AJ- (4J 4 .M_ 2+|CXCe 2) 1 / 2] ; 

^ r + . - r - , (2.22) 

r ° = K r + + r ~ ) - {2eD)-'(A+2-AJ). (2.23) 

What remains to be determined is CXC=2^ ( t )
2 . We 

observed previously that exp^(;)(a-) are the eigenvalues 
of uik(a) in the basis where U{k

+ and Uik~ are diagonal. 
For T— f~\ <J=CT we have in particular that expu(t)(<r~) 
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(i= 1, 2, 3) are the eigenvalues of 

det\uijT—aUik+\=0, <Xi=expU(i)(<f~) ( i= l , 2, 3). 

(2.24) 

This equation may be rewritten as 

c?-o?ui*+Uiir+auih-Uik+--l = 0. (2.25) 
The three roots satisfy 0:10:20:3= 1 since detu= 1. Finally 
we have to express the quantity CXC in terms of the 
three roots of (2.25). As a first step we compute a~ from 
the denning Eq. (2.9). The result is 

*-= - f iD(t-T*y-Mcxc/D)-ynt 

= - (1 /7 ) In/ 

I (<L4_A4+
2+72)1/2+Y 

7=(|CXC)1/2; / = 
\(4A+

2AJ>-y*yi2-y 

(2.26) 

(2.27) 

Use has been made of the expressions (2.22) and (2.23) 
for D and TO, and 7 replaces the constant CXC. Thus 
the connection to the eigenvalues a» is given by 

htoi^-Zuiit/ylbJ; 2u(i)
2=(8/3)y2. (2.28) 

This relation may be inverted to express J in terms of 
the eigenvalues 

ln/ = CIE(lna02]1/2. 
1=1 

(2.29) 

Since we know the right-hand side from the eigenvalue 
equation (2.25) we can express y in terms of known 
quantities by inverting the relation between / and y, 
(2.27), and finally insert the result into the expression 
for D. In this way one finds for the value of the action 
at the extremal path 

S* 
3eJ 

[_A+2+AJ 

-A+AMm+J-1,2)ld*x+o(e), (2.30) 

where / is given by (2.29). 
Let us briefly discuss the question whether the 

extremal path is unique for given boundary values a a + 

and dik~, i.e., whether the algebraical manipulations we 
carried out to express the solution in terms of its 
boundary values might involve equations with more 
than one root. We already mentioned that the determi­
nation of D and T0 in terms of A+ and A- involved a 
quadratic equation with two solutions. One of them 
however leads to a singular solution A (T) and is thus 
excluded. On the other hand the uniqueness of the path 
Uik(r) is guaranteed as long as the three eigenvalues are 
distinct, because the matrix S is essentially unique if we 
chose any ordering of these eigenvalues, say 0<ai<a 2 
<a3. What happens if two of them or all three coincide? 
This in fact causes no trouble although the matrix S is 

not unique in this case. We obtain the same path uik(T) 
for all possible choices of S which diagonalize uik

+ and 
ua~ simultaneously. Different choices of S amount to 
different linear combinations of identical solutions. 
Thus, we have the important result that the extremal 
path is unique in the limit e —» 0. 

APPENDIX 3 : TRANSFORMATION TO EIGENVALUES 
IN THE MEASURE 

We are interested in the Jacobian of the transforma­
tion of the variables of integration aik~ in the reduced 
amplitude to eigenvalues A-1 characterized by 

aik-=-j:SilSk
lAJ, d e t S ^ l , (3.1) 

S=TR; RR*=1, a+= -TT'ldeto+l1 '8 . (3.2) 

Let us first get rid of the fixed matrix T defining 

ar^-TCT*) Cik = Y. RfRJAJ. (3.3) 
1 

Using Bargmann's argument as given in Appendix 1 
again and noting that detjH^ 1 one obtains 

II daik=Tl dCik. (3.4) 

Suppose the matrices RJ are expressed in terms of 
Euler angles as 

Ril=Ril(yi,y*m)- (3.5) 

We want to compute 

d (Cii,C22,C33,C23,C31,Ci2) 
K=-

d(AJ,AJ,AJ,yhy2,y>) 
(3.e 

where Cik is given in terms of A-1 and 7* by (3.3). Let 
us use the notation A for the diagonal matrix with the 
elements A^.1. Then 

C=RARt
i RR*=1, (3.7) 

dC=RdCR*, (3.8) 

dC=dA+[RtdR,A~]. (3.9) 

Using the same argument again, we have 

ILdCik=ILdCu. (3.10) 

Let us look more closely at the commutator terms in dC. 

[RtdRtAliu^ (RtdR)ik(A^~A^i). (3.11) 

The diagonal terms vanish. Therefore, we may write 

dCudCwdC^ dAJdAJdAJ. (3.12) 

For the off-diagonal elements we find 

dC23= - (RtdR)2Z(AJ-AJ) cycl. (3.13) 
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Thus we have 

I I daik = dzAJi{yhy2,yz)dy1dy2dyz, (3.14) 

<PA-= (AJ-AJ)(AJ-AJ) 

X (AJ-AJ)dAJdAJdAJ. (3.15) 

To find the function k we may again use invariance 
arguments. The matrix T as denned in (3.2) is clearly 
not determined uniquely. If we replace T by 

(3.16) T'=TB, BB*= 1, 

and at the same time put 

R'^BtR, (3.17) 

then nothing will be changed. Since (3.17) amounts to a 
rotation in the space of the Euler angles we conclude 
that the measure £(71)72,73)^71^72^73 has to be the 
group invariant measure which is unique up to a factor. 

k (yhy2,yz)dyidy2dyz=kod*R; dsR= shry 2^7 idyzdy 3. 
(3.18) 

The constant k0 may be determined, e.g., by means of 
the following integral 

7= / exp[—L0;&)2] L daik, 

which has the value 

7=(V^)8 . 

(3.19) 

(3.20) 

On the other hand we can use the transformation (3.1). 
For convenience let us choose # a + = — 5ik, since aik

+ is 
here irrelevant. This amounts to T=l, S=R. The 
integral then takes the form 

' - / 
exp[-

3 

1=1 

lY~]hd*Ad*R. (3.21) 

One has to be somewhat careful with the limits of 
integration. In order to establish a one-to-one corre­
spondence between aik~ and its eigenvalues A J and R 
matrices, let us first of all order the eigenvalues ac­
cording to — 00 <Al<A2<Az< 00. With this choice of 
eigenvalues there are still four different matrices R 
which transform a given matrix a^r to the diagonal 
form 

(A1 

Az) 

Geometrically this means that the main axes of the 
ellipsoid associated with a given symmetric 3X3 matrix 
may be chosen in four different ways; the direction of 
axis number one is fixed only up to a sign and similarly 
for axis number two. Number three is not independent, 

since we are considering only rotations with determinant 
+ 1. If we integrate over the full rotation group, we 
count each matrix aik~ four times and have therefore to 
divide the result by four. 

The integral over the rotation group has the value 

/•7T /»2 

dyi / dy2 / 
Jo Jo 

d73sin72=87r2, (3.22) 

and 7 becomes 

7 = ( 8 T T V 4 ) 
/

+OO /»00 

dAJ 
-00 J A\ 

dA2 

X dAd~e-^Al)2(AJ 
J A2 '' 

X(AJ-AJ)(AJ 

AJ) 

-AJ). (3.23) 

These integrations can again be carried out with the 
result 

7 = ( T T / V 2 ) ^ O . (3.24) 

Comparison with (3.20) shows that ^ o = l and the 
transformation of the measure takes the form 

Udaik-=dzA_d*R. (3.25) 
i<k 

APPENDIX 4: THE METHOD OF 
STATIONARY PHASE 

We want to apply the method of stationary phase to 
the integral (IV.23). Before we do this let us briefly 
recall the basis of this method in the form which is best 
suited for our application. Consider an integral of the 
form 

-+0O 

je= J eW*v*f(%)dx, (4.1) 
J —0 

where f(%) is an infinitely differentiate test function 
which vanishes faster than any polynomial when 
\x\—>oo. h(x) is assumed to be infinitely differentiable 
and to have one single minimum x0, such that for any 
given B> 0 there is a 5> 0 such that | dh/dx \ > 5 for all x 
with \x—xo\>0. Put 

m = fi(x)+f2(x) (4.2) 

both infinitely differentiable and fi(x) = 0, | x~x01 > 26, 
fiix) = 0, I x—xoI <0 . Then for any p 

lime""* 
€->0 J C 

e+ilh<-x)ll]fi(x)dx -0. (4.3) 

In other words only /1 is relevant for the asymptotic 
expansion of Je in powers of e, a modification of f(x) 
outside the arbitrarily chosen interval 26 does not 
change the asymptotic expansion. [To obtain the result 
(4.3) take h as a new variable of integration to compute 
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the integral over f2. This is permissible since the range 
of integration for f2 does not include the interval 

X XQ | <6. If one performs (p-\-1) integrations by parts 
he finds that the integral over f2 is indeed o{tItH).~] 

A sharper result may be obtained if one assumes 
h(x°) = 0, (d2h/dx2)(x°) = H?£0. In this case we may 
perform the change of variable h(x) = z2. The sign of z 
may be chosen such that the transformation is mono-
tonic. The Jacobian of this transformation never 
vanishes and at the stationary point (dz/dx)(xo) 
= {H/iyi2. J, takes the form 

Je = 

+00 , 2 2 \ 

expfi— )<p(z)dz, <p(z) = 2f\h\1!2 
-1/2 

• (4.4) 

The asymptotic expansion of this integral may be ob­
tained by the same kind of estimates as used for (4.3) 
with the result 

oo /ie\n 1 /d2n<p\ 
J<=(™yi2j:(~-) - ( — ) > ^ 5 ) 

o \ 4 / nl\dz2n/z^o 
which is, in general, an asymptotic series. The impor­
tance of this result for practical calculations is that we 
may simply replace <p(z) formally by its Taylor series 
which need not even converge and compute the Fresnel 
integrals of the powers of z. Aside from the common 
factor \Ze which may be attributed to dz each power of 
z gives rise to a factor \/e. 

To apply this calculus to the integral (IV. 23), let us 
first display the variables of integration explicitly by 
expressing Se in terms of lattice variables 

Se= / (A+
2+AJ-2A+A„cosha)d*x+o(e) 

3e 

= - Z h(A±^\a^\a2^)+o{e), (4.6) 

€ L 

h(A±,aha2) 

= - (8A3/3) (A+
2+AJ-2A+A_ cosha). (4.7) 

By virtue of a\a2a^~ 1 only two a's are independent. 
Expressing (IV. 23) in terms of the variables of integra­
tion ^4_, «i, and a2 which are more convenient to discuss 
the properties of the exponential than A J, A J, and 
A J, one obtains 

V (<**-) = Na exp| 
\ L e/ L 

Xco(ai,a2)^(A-.yai,a2)dA-daida2, (4.8) 

w(ai,a2) = (a:ia2)
-3(a22o:i— 1) (1— ai2a2) (en—a2). (4.9) 

Let us restrict our attention to one single point of the 
lattice and consider an integral of the form 

$ e = / / / exp(ih/e) 

X <p (A^cn^A^a) (aha2)dA-daida2. (4.10) 

h is quadratic in A„ and therefore as a function of A-
for fixed an and a2 satisfies the necessary requirements to 
apply (4.3). Thus we obtain only contributions from the 
point dh/dA-—0, which is given by 

AJ=A+ cosha. (4.11) 

Making use of (4.5) one obtains for the first term in the 
asymptotic expansion 

^e=(STe/SiAz)ll2A+y / da1da2o)(a1a2) 

X (cosha) V ( f f /eV(-4+ cosha,a2,a3) (4-12) 

g(A+Jaha2) = (8A3/3)^+
2(sinha)2. 

In order to discuss the integrations over a\ and a2, we 
recall 

1/2 « = CAL(ln«02] 

= C^(( lnai ) 2 +lna 1 lna 2+ (\na2)
2)J'2, (4.13) 

by virtue of ona2az— 1. We need dg/dai in order to verify 
whether g has the required properties to apply the 
method of stationary phase. One finds 

dg sma cosa 
— = i^+

2A3 ln(«!2a2). 
doL\ a\a2 

(4.14) 

This expression vanishes only at the point o:i2a2= 1. In 
view of the restrictions on the range of integration 
l/aia2—o>z>a2>ai>0 this implies a2=ai= 1. Therefore 
we find only contributions at the totally stationary 
point A-=A+, ai=a2= 1. Let us expand q> as well as g 
and co around this point. With the notation 

lnai=— y—z, lna2= — y~\~z, (4.15) 

these expansions are given by 

g= %A+
2A*(3y2+z2)+cubic term , (4.16) 

co (a\a2)da\da2 

= 4:z(9y2—z2)dydz-{-term in fourth order. (4.17) 

Since higher powers of y and z give rise to higher order 
terms in the asymptotic expansion in \/e we obtain 

$ e 

"67T6 

-iA3. 

1/2 

A+v<p(A+Xl) dy 

ry r A3 

X / dz exp i— 
Jo L £ 

0 

A3 A, 2 

<3y2+z2) 
€ 2 

X*(9;y2-22)(l-f-0(e1/2)). (4.18) 
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The range of integration has been adjusted to the 
restrictions l/otia2>a2>ai>0. The integrations may be 
carried out and one finds 

<f>e=27r(e/A*)zA+y-5<p(A+,l,l). (4.19) 

Inserted in (4.8) we have the result 

*(*+) = NaJlM A+^+V+*2<jr(e/A*y 
L 

X * G 4 + , l , l ) ( l + 0 ( e 1 / 2 ) ) . (4.20) 

APPENDIX 5: THE MATRIX ELEMENT {a">z"\aik\a
,>z') 

There is a slight difference between the integral 
(IV. 16) we considered in Sec. IV and the present one 
given by (V.14): The integrations now run over the 
variables aik which are associated with the upper sur­
face r ' + e of the infinitesimal amplitude instead of the 
lower one as in Sec. IV. Let us again denote the variables 
which are kept fixed by a ^ + and the variables of 
integration by a^~ i.e., put 

dih —dik+] dik—dik (5.1) 

Written in terms of the eigenvalue variables as defined 
by (IV.12) to (IV.22), the integral (V.14) takes the 
form 

(afrT"\dik\a+Tf) 

--Na \{a"Tf,\ar, r'+e) expiSe 

M 
X L SJSutQ1 I I — I detar1"1 VA-.&R, (5.2) 

i L 4 

where 

Ql=Qil+Q»l, 

1 
QJ =—A+-*>tl-4(AJ-A+

l) 
16e (5.3) 

Xll(A-m-A+
m)+&(AJ-A+

iy 
m 

+ {Z(A-m-A+
m)y-Z(A-m-A+^y], 

m m 

are the eigenvalues of dik(r'). Note that ^4.^= | deta± |1/4. 
A factor \ has again been inserted such that we may now 
integrate over the full rotation group. We are interested 
in an asymptotic expansion of (5.2) in e. According to 
the method of stationary phase the only contributions to 
this integral arise from the domain | a ^ " - &ik+ | = o(elf2). 
The contributions from the rest of the range of inte­
gration are annihilated by destructive interference of 
the rapidly oscillating exponential. Let us again expand 
all quantities in a Taylor series around the stationary 
point. How far do we have to go in this expansion in 

order to get all terms that do not vanish in the limit 
€ —» 0? The firstt erm in Ql is o(e1/2) and the remaining 
ones 0(1) since (AJ—A+

l)~o(e112). Therefore, the 
leading term in the expansion will be o(e~lj2). Second-
order terms are e-independent and third or higher 
orders vanish in the limit e —» 0. Thus we need the ex­
pansions to second order. Consider first the amplitude 

= 1 + / d*u(aik~—aik+)(u)-W 5aik
+(u)-

X{a,fT"\a+,Tf+e)+o{e). (5.4) 

To obtain the expansion for S6 we have to solve the 
equations of motion to sufficient accuracy. This problem 
was discussed in Sec. V, where we obtained the result 
that the action 

Se= J Bd4x+~ I \a\ll2aikalm{dikaim-diidkm)d^x, 

B = \a\Waik( 
I | [ m | f I \{m U) 

(5.5) 

may be computed with the solution of the equations of 
motion in the approximation (IV. 10). The corrections 
to Se which arise when the equations of motion are 
solved to higher order of accuracy are o(ez) and there­
fore clearly irrelevant for our purpose, since we need Se 

only up to and including o(e112). This approximation is 
still sufficient for the evaluation of the fourth subsidiary 
condition which we shall attack in Appendix 6, where 
we need the action up to and including o(e). To this 
order the action is given by 

- / • 

Bia+^a+^dH-

X / (A+
2+AJ-2A+A^.cosha)d3x+o(tdl2). (5.6) 

: / 

To carry out the integration it is convenient to again 
make use of the variables y and z introduced in Ap­
pendix 4. Furthermore we replace the variable A- by x. 
The transformation from A J to the new set of variables 
Xj y, z is given by 

AJ = A+w e x p ( f x - y - s ) ; AJ = A+^ exp(£x-y+z); 

AJ = A+*I* exp(fx+2y) . (5.7) 

The action Se to lowest order is quadratic in x> y, z and 
x=y= z=0 is the stationary point. Therefore, x> y, and z 
are o(e112). In terms of these variables we have the 
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following expansion for the action Se 

S'= fd'xlS1(x)+S2(x)+Sz(x) + eB(x)-]+o(e^)J (5.8) 

8A+2 A+
2 

Si= x2+ (3y2+2
2) = 0 ( l ) , 

3e 2e 

S2 = xSi = o(e^)7 

2A+
2/lx* 

3e \ 3 
3 

(5.9) 

-(3y2+z2)2) = o(e) :) = *( 
256 

where we have included third-order terms which we 
shall need in Appendix 6. For the present purposes we 
can drop both Sz and B. 

Finally, we have to express the measure in terms of 
the new variables of integration x, y, z and to expand the 
nonlinear factors appearing in the measure. The result 
reads, again correct to third order 

M 
H—ldetal-vWA-dtR 
L 4 

= (l+fn1+tn2)£>x£>y£>zJl dsR(l+o(eV2)), (5.10) 

£>x3>y£>£=n 4Mz(9y2-z2)dxdydz, 
L 

w i = ] £ 6x, 
L 

^ 2 = Z ( 3 / + 2 2 ) / 4 + | m 1
2 . 

(5.11) 

Collecting these expansions and retaining only second-
order terms the matrix element of dm becomes 

{a"T"\aikWT')=Md+Mik*+Mil?+o(^), (5.12) 

Md = (a"r"\a+, / + € > < £ SJSJQJ), 
I 

Mik
2=(a"r"\a+, r'+e)/(i j'S2d'y+mA 

XZSi
lSk

1Qit+'£SilSi
lQit\, (5.13) 

I I / 

Mik
s = fa 

8aim
+(u) 

{a"r"\a+,r'+e) 

X((alm--alm+)uj: SSS^QS), 
I 

where we used the notation 

0 ) = \ &fSi*x<p$>x$>yS)zTl&R. (5.14) 

The matrix element MM1 is o(e~lf2) while M{k
2 and Ma? 

consist of €-independent terms only. The range of 
integration includes the full rotation group, the inte­
gration over x runs from — °o to + °o while the limits 
in y and z are the same as in Appendix 4. 

Let us examine Mik
l first. The matrix Rik appears 

only in Si1. Since S= TR the integration over the rota­
tion group involves an integral of the form 

rik1 - / * lRk
mdsR, (5.15) 

which is recognized as a special case of the integral 
occurring in the group orthogonality relation. If we 
keep / and m fixed, replace R by R\R2 and integrate 
over R2 instead of R we obtain, in view of the invariance 
of the measure dzR 

rik
lm=RirRk

srrs
lm, (5.16) 

i.e., r-iklm is for fixed upper indices an invariant tensor 
under the rotation group in the lower ones. This implies 

fa" --rlm8ik 

On the other hand, integrating over Ri and holding R2 

fixed, the same statements apply to the indices / and m. 
Therefore, 

rik
lm=rdlm8ik. (5.17) 

To determine r let us sum over l—m in (5.15). The 
integral on the right-hand side reduces to 

h[(PR= 8ik8T2, 

(5.18) 

because RRf== 1. Thus, 

f=87T2/3. 

Inserting this result in (5.12) we obtain 

Mik
l = {TTt)ik(a"r"\a+, r'+e)\{TiQil), (5.19) 

where we have rewritten 871-2 as fdzR such that the 
product I I LdzR again runs over all points of the 
lattice. Expressed in terms of the variables x, y, and 
z> HiQi1 becomes 

E z <2iz= ~e~1A+^(4x+ (8x2/3)+3y2+z2). (5.20) 

This shows that Mik
l contains also contributions which 

are independent of e besides the e~1/2 term, which is 
linear in x. The integral over this term vanishes by 
symmetry since both S± and £>x£>yS)z are even in x. 
Therefore, the matrix element of a a does not lead to 
terms that diverge as e —» 0. For the same reason the 
terms J>S2d

zy=J2LS2(y)Az and m\ in Mik
2 do not 

contribute unless the point x at which we are evaluating 
aik coincides with y. Therefore, we are left with a single 
term from both these sums. In Mn? we need, besides 
2 Q11 also the quantity £ Q21 which arises when the 



integrations over the rotation group are carried out in 
Mlk

2. Inserting the variables x, y, and z, ]£ Q2
l becomes 

Zi Qf= (A+*l*/e)Qx*+U3f+z2))- (5.21) 

If one makes use of TTtA+m=— a+ the sum of the 
matrix elements Mik

l and Mik
2 takes the form 

/26x2 3 
M^+Mik' = \aik+{a"T"\a+, r'+e>< +-(3f+z2) 
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Jlf 1= (A3
€/15)^l+-8/3(2(E QimY-Z(Qim)2), (5.27) 

m m 

M2= (A3e/15)A+-w(- (E Qim)2+S E.(eim)s>. (5.28) 

+ 
4iA3#2 

- ^ + 2 ' 
/ Sx2 3y2+z2\\ 

\ 3e 2e / A 

The integrations over x, y, and z are now straight­
forward although somewhat tedious. The result is very 
simple 

and we are left with Mik
z. Note that the terms in 

Mihl+Mu? are proportional to 1/A3 and diverge as 
A —> 0. The cancellation would not occur in general for 
a different form of the measure, since the term m\ is 
essential in this cancellation. 

Finally consider Ma?. Again we do not get any 
contribution for XF^U, since then we are lead to an 
integral which is odd in x. Therefore we may drop the 
integral over u replacing dzu by A3. 

The integrations over the rotation group involve an 
integral of the type 

• / * • • 

Rk
bRfRm

dd*R. (5.22) 

The same argument as applied to Yik
lm shows that for 

fixed a, b, c, and d, the quantity rikim
abcd must be an 

invariant tensor and therefore of the form 

rmm
abcd=r1

abcd8ikdim+r2abcddil8km+r^^^ (5.23) 

Again interchanging the role of Ri and R2 one finds that 
the coefficients rAabcd must be linear combinations of the 
direct product of the metric with itself 

rA
abcd=rAidabdcd+rA28

ac8bd+rAzdad8bc. (5.24) 

The coefficients TAB may be determined by means of 
contractions. We need only the particular elements (a 
and b not summed) 

4TT2 

rikim
aabb=—Z(i-28ab)8ik8im 

-(l-38-b)(8u8km+8im8kl)2. (5.25) 

Inserting this result in Mik
z we find 

8 
Mik* = -

8a lm' (x ) 
(a> . ' V I n+ r'+e> 

The quantities Y,mQim and J2™(Qim)2 may again be 
expressed in terms of the variables x, y and z and the 
integrations are of the same type as those encountered 
in the evaluation of Mik1 and Ma?. The result is 

M i ^ - i K I - 1 ' 2 ; M2^2i\a!\-^, (5.29) 

where use has been made of the value (V.39) for the 
normalization constant Na. 

Finally, let us go to the limit e—» 0 in (5.26). Since 
everything except the amplitude is e-independent we 
obtain 

<aV'|d«(x)|aV> 

= —i\af\-ll2(aikaim'—2aiiakm) 

8 
X- <a'V'|aV>. (5.30) 

X (aik
+aim

hMi+aii
+akm

+M2), (5.26) 

8aim'(x) 

APPENDIX 6: THE MATRIX ELEMENT 

The procedure as given in some detail in Appendix 5 
may be applied to the fourth subsidiary condition in a 
straightforward manner. We merely have to take into 
account terms up to third order instead of second. 

Let us introduce the quantity 0(x) by 

-¥= (So°+Wz))W\ll2+(3i/2Ah). (6.1) 

In Sec. V an expression for So0 \ a |1/2 was obtained pEqs. 
(V.20) and (V.15)]. Making use of the asymptotic 
expansion (5.8) we find 

6= r^Si+Si+Sz); Bi=Si- (3*/A3). (6.2) 

The matrix element of 0(x) becomes 

<a'V'|0(x)|aV> 

= 0i(x)+ / <P«02,-*(x,u) 
L J 8aik+(u) 

+ d3udhddikim(x,u,v) 
J J 8aik(u)8aim(\)J 

X<a"r"|a+ r'+«>+*(e1/8), (6.3) 

e1(x) = e-1/(S1+S2+St)x 

X ( 1+i jS2dh+i [$zdh+ie f Bdh 

—( fs2dhj \ (l+nn+m2)\ , (6.4) 
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x(l+i fS2d'z\l+ml)\ (6.5) 

03*AI»»(X,U,V) = <rl{{aik--aik
+) u 

X(alm--alm+)y(S1)x). (6.6) 

The leading terms in 0lf 02, #3 are respectively ^(e-1), 
o(€~1/2), o(l). Consider 0X first and write it as 

e1(x) = (e-1a(x)+e-1f2b(x)+c(x))} (6.7) 

with a, b, and c e-independent 

a(x) = Si(x), (6.8) 

to 1/e. This result would clearly not be true had we not 
taken the correction term to the fourth subsidiary con­
dition into account. Next consider the matrix element 
of b. This matrix element vanishes 

<*(*)>=o, (6.12) 

by virtue of symmetry: S2 and mi are odd in the 
variable x. Therefore, 0i is independent of e. Evaluating 
the matrix element of c we obtain 

ffi= \a'\-ii\ 
8A6 

(6.13) 

b(x) = 

c(x) = t 

-1/2 SiOOl S*Pz+mi)+St(x) (6.9) 

5i(x) SaPz+ie B<Pz 

Kf^hl Sidzzm\-\-m<L 

+Si(x)(i S2dh+m1)+S,(x) . (6.10) 

The integrations over the rotation group are trivial in 
61 since the integrand is independent of R. Let us first 
look at the matrix element of a. Note that Si contains 
the correction term 3i/A3 which accounts for the 
transformation properties of the measure in the fourth 
subsidiary condition. The integrations over x, y, and z 
may be carried out with the result 

(a(x))=0. (6.11) 

In other words, 0i does not contain a term proportional 

To compute 02(x,u) we may use the result (5.17), (5.18) 
for the integrations over the rotation group. Using 
(6.11) and the same symmetry arguments as above one 
concludes that only the contributions from x=u sur­
vive. The result reads 

1 
02«(x,u) = -S(x-u)— K l - ^ W M (6.14) 

A3 

and is again e-independent, because the leading term 
in 62 which is proportional to e~1/2, vanishes by sym­
metry. Note that in our notation A-3=5(0). 

Finally, 03(x,u,v) may be determined using the ex­
pression (5.25) for the integral over four R matrices. 
The integrations over the variables x, y, z are again 
straightforward and lead to 

03tfcim(x,U,v) 

-5(x-u)5(x-v) | | a / | - 1 / 2 

X{aikaim
,—aiiakm

,—aim
faki){x). (6.15) 

If we collect these results, go to the limit e —» 0 and 
insert the reduced matrix element of 0(x) in the sub­
sidiary condition (V.17) we are lead to the expressions 
(V.22) to (V.26), since the A integrations are again not 
affected. 


